OBST-based segmentation approach to financial time series
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ABSTRACT

Financial time series data are large in size and dynamic and non-linear in nature. Segmentation is often performed as a pre-processing step for locating technical patterns in financial time series. In this paper, we propose a segmentation method based on Turning Points (TPs). The proposed method selects TPs from the financial time series in question based on their degree of importance. A TP's degree of importance is calculated on the basis of its contribution to the preservation of the trends and shape of the time series. Algorithms are also devised to store the selected TPs in an Optimal Binary Search Tree (OBST) and to reconstruct the reduced sample time series. Comparison with existing approaches show that the time series reconstructed by the proposed method is able to maintain the shape of the original time series very well and preserve more trends. Our approach also ensures that the average retrieval cost is kept at a minimum.

1. Introduction

Time series is a temporal data object which is used to store a collection of observations made chronology (Fu, 2011). Time series are usually generated from a wide range of scientific and financial applications. Examples of time series include historical price and trading volume obtained from financial stock markets, motion and speech data from computer vision applications, and electrocardiogram (ECG) data from medical diagnosis systems. Time series are often characterised as large in data size, high in dimensionality, and require continuous updating (Fu, 2011).

There are two common approaches for analysing financial markets; fundamental analysis and technical analysis. In fundamental analysis, factors such as profit and loss, performance data, and analysis for the corresponding industry are used to predict the movement of the price. Analysts may also take into account other factors such as government policies and political climate for the prediction. However, fundamental analysis often fails to predict price movement due to the sheer number of factors involved and the influence of the biases from the analysts’ judgment. In technical analysis, time series data such as historical price, volume, and other statistical data are used to predict the future price. In this paper, we address the segmentation problem of financial time series.

Segmentation is often performed prior to locating technical patterns such as Head-and-Shoulder or Double Tops patterns in financial time series. In order to match with the patterns from the pattern template in different resolution, feature points need to be extracted during the segmentation process and matched with the pattern template (Fu et al., 2007; Zhang et al., 2010a). For instance, an extended version of Perceptually Important Points (PIP) algorithm is used to segment the time series for locating technical patterns such as Up-Trapеziform, Bottom-Trapеziform, Up-flag, and Down-flag from the bid and trade time series of Chicago stock market (Zhang et al., 2007). Segmentation method such a Piecewise Linear Regression method is also used to find the past trends in the stock data (Lavrenko et al., 2000). The trends identified in the segmentation step are then used in combination with the news stories for predicting the future trends. Piecewise Linear Representation method is also used as a pre-processing step to segment the time series before predicting the future stock price based on a multifactor forward artificial neural network (Kwon and Sun, 2011).

Various methods for the time series segmentation have been proposed, including Discrete Fourier Transform (DFT) (Agrawal et al., 1993; Chu and Wong, 1999), Discrete Wavelet Transform (DWT) (Chan and Fu, 1999; Kahveci and Singh, 2001), Piecewise Aggregate Approximation (PAA) (Keogh et al., 2001a), Adaptive Piecewise Constant Approximation (APCA) (Chakrabarti et al., 2002), Piecewise Linear Representation (Piecewise Constant Approximation) (Keogh, 1997; Keogh and Pazzani, 2000), and Singular Value Decomposition (SVD) (Kanth et al., 1998). These segmentation approaches usually focus on the lower bound of the Euclidean distance, but smooth out the salient points of the original time series (Fu et al., 2008). Such smoothing effect inadvertently removes the important points which are crucial in identifying the change in trends and shapes. In this paper, we propose an approach for identifying and storing important points.
which can be used to preserve the overall shape and trend of the time series.

Uncovering financial market cycles and forecasting market based on trends has been extensively studied by analysts. One of the renowned studies on trend analysis is the Elliott Wave Principle (Frost and Prechter, 2001) which is used to describe movement of the stock based on five distinct waves on the upside and three distinct waves on the downside. The major and minor waves determine the major and minor market trends, respectively. Elliott Wave Principle becomes one of the important foundations in stock market analysis for identifying significant trends for forecasting price movement. When analysing or predicting the movement of financial time series, analysts often rely on the trends contained within the time series rather than on the exact value of each data point in that series (Atsalakis and Valavanis, 2009; Chung et al., 2002; Kamijo and Tanigawa, 1990). In addition, Dow Theory (Hamilton, 2010) also categorises stock movement into primary and secondary trends. Accordingly, as an important characteristic, these trends should be taken into consideration during time series segmentation. In this paper, we propose a segmentation method which is not only capable of segmenting the time series for storing and incremental retrieving of important data points but also capable of preserving as much trends as possible for further data mining tasks.

A time series comprises numerous data points. However, the fluctuations, trends and patterns within a time series are reflected by only a small number of local maxima or minima data points. These data points in time series are often called landmarks and can be defined by the points, times or events of greatest importance, with the points primarily part of the local maxima or minima. Peng et al. (2006) define a landmark model for performing similarity pattern searching in a database. Instead of using raw data, the model proposed in Peng et al. (2006) employs landmarks to improve the efficiency of series data processing. The perceptually important points (PIP) method proposed in Zhang et al. (2010a) also selects critical points called PIPs to preserve the general shape of the time series. The resulting PIPs are able to reflect any fluctuation from the original time series. Keogh et al. (2001b) use the end points of the fitted line segments to compress the time series, whereas Pratt (2001) also select part of the local maxima or minima to perform a similar search for time series. In this paper, we propose the use of the local minimum and maximum points on a time series, called Turning Points (TPs), for segmentation. TPs can be extremely useful in technical analysis because they can be used to preserve the overall shape and trend of the time series compared to other data points.

To allow the incremental reconstruction of reduced-sample time series from these TPs at a later stage, we propose an algorithm to calculate the degree of importance for each TP, which is a measure used to compare its contribution to the preservation of the trends and overall shape of the original time series. Using the degree of importance as a measure allows TPs to be ordered on the basis of their priority. An Optimal Binary Search Tree (OBST) is then used to store the TPs. The advantage of the proposed storage scheme is that it allows the more important points to be retrieved at an early stage to reconstruct the reduced-dimension time series. The use of an OBST also guarantees that the average search cost is kept to a minimum.

In addition, analysts can employ the proposed method to reconstruct reduced-dimension time series at different detail levels by retrieving TPs based on their degree of importance. Such a property allows the top-down analysis of the time series in which highly visible trends are first identified and allows the retrieval of more detailed segments to be postponed until later stages. Our experimental findings show the proposed method to achieve promising results in preserving a higher number of trends than existing methods.

The paper is an extension of our previous conference paper (Yin et al., 2011) and as such the background and definition of turning point are taken from this previous work. The remainder of the paper is organised into five sections. We discuss related work on financial time series segmentation in Section 2. The algorithms for calculating the degree of importance and storing the TPs into an OBST are provided in Section 3. In Section 4, we report details of the experimental results obtained from tests of our proposed approach with price data from the Hong Kong stock market, and in Section 5, we summarise our ideas and discuss directions for future research.

2. Related work

The multitude of time series data produced by a wide range of applications has been increased at an unprecedented pace in recent years. Application such as financial trading, medical diagnosis, computer vision, and speech recognition can produce a vast amount of time series data. The complexity and dimensionality of the time series data vary from one application to another. For instance, time series data from computer vision applications such as body pose tracking and action recognition are in high dimension and non-linear.

A number of techniques have been proposed by the scientific community to analyse these high dimensional time series data. Dimensionality reduction is often referred to as a feature extraction step in machine learning and statistics. For instance, linear dimensionality reduction method such as Principal Component Analysis (PCA) (Pearson, 1901) transforms the data from high-dimensional space to low-dimensional space. PCA has been widely used in applications such as face recognition to reduce the number of variables.

Two main categories of techniques are available in non-linear dimensionality reduction methods; mapping-based and embedding-based methods (Lewandowski et al., 2010). Mapping-based approach such as Gaussian Process Latent Variable Model (GP-LVM) (Lawrence, 2003), Back Constraint Gaussian Process Latent Variable Model (BC-GPLVM) (Lawrence and Quinonero-Candela, 2006), Gaussian Process Dynamical Model (GPDM) (Wang et al., 2006) comprise a mapping from a latent space to the data space. GP-LVM technique proposed by Lawrence (2003) is a non-linear generalisation of probabilistic PCA providing a smooth mapping from latent to data space. Embedded-based approaches such as Laplacian Eigenmaps (LE) (Belkin and Niyogi, 2001), Temporal Laplacian Eigenmaps (TLE) (Lewandowski et al., 2010), Isomap (Tenenbaum et al., 2000), and ST_Isomap (Jenkins and Matarić, 2004) estimate the structure of the underlying manifold by approximating each data point according to their local neighbours on the manifold (Lewandowski et al., 2010).

Financial time series analysis and prediction constitute active research problems in the data mining area due to the attractive commercial applications and benefits that data mining offer (Kamijo and Tanigawa, 1990; Ralanamahatana et al., 2005). A number of algorithms, such as classification, clustering, segmentation, indexing and rule discovery (Atsalakis and Valavanis, 2009; Chung et al., 2002) from historical time series have been introduced in this area.

The segmentation of financial time series is a crucial preprocessing step in financial time series analysis. A number of approaches have been proposed for sampling and segmentation of financial time series: Discrete Fourier Transform (DFT) (Agrawal et al., 1993; Chu and Wong, 1999), Discrete Wavelet Transform (DWT) (Chen and Fu, 1999; Kahveci and Singh, 2001), the Piecewise Linear, and Piecewise Aggregate Approximation (PAA) (Keogh et al., 2001a, 2001b), and Singular Value Decomposition (SVD)
In this section, we review three common segmentation methods for time series, namely, PLA, PIP, and PAA.

### 2.1. Piecewise Linear Approximation method

Piecewise Linear Approximation (PLA) is one of the most frequently used representations (Fuchs et al., 2010). PLA uses K straight lines to approximate a time series T with length n. Fig. 1 presents an example of the approximation of a data segment (Kanth et al., 1998). In this section, we review three common frequently used representations (Fuchs et al., 2010). PLA uses straight lines to approximate a time series for higher-level representation. Such representation is useful since using original data for querying in time series databases is computationally expensive (Keogh and Pazzani, 1999). PLA has been used as a preprocessing step in a number of data mining applications including:

- Feature extraction, data compaction, and noise filtering of boundaries of regions of pictures and waveforms (Pavlidis and Horowitz, 1974),
- Relevance feedback retrieval of ECG data (Keogh and Pazzani, 1999),
- Pattern matching in time series sensor data from Space Shuttle Mission Data Archives (Keogh and Smyth, 1997), and
- Predicting trends in stock prices based on the content of news stories (Lavenko et al., 2000).

Moreover, in financial time series analysis, PLA has been employed to perform a fast similarity search (Park et al., 2000), and it has also been applied to pattern matching (Wu et al., 2004; Zhang et al., 2010b) and trading point prediction (Pavlidis and Horowitz, 1974).

PLA can be obtained through the sliding window, top-down, bottom-up, or B-spline wavelet methods (Keogh et al., 2001b), and segments can be recursively generated by applying certain actions (such as partitioning in the top-down method or merging in the bottom-up method) on the time series until a predefined stopping criterion is met.

The pseudocode for the top-down implementation of PLA (Keogh et al., 2001b) is described in Algorithm 1. First, the algorithm locates the best location for splitting the time series. Next, based on the error threshold defined by the user (max_error), the algorithm recursively continues to split the left and the right segments. The algorithm stops when the approximated error is less than the user defined threshold.

**Algorithm 1.** Pseudocode for generic Top-Down PLA (Keogh et al., 2001b).

```plaintext
Function Seg_TS=Top_Down(T, max_error)
   best_so_far=inf;
   //Find best place to split the time series.
   for i=2 to length(T)-2
      improvement_in_approximation =improvement_splitting_here(T,i);
      if improvement_in_approximation < best_so_far
         best_so_far=improvement_in_approximation;
         breakpoint=i;
      end;
   end; //Recursively split the left segment if necessary
   if calculate_error(T[1:breakpoint]) > max_error
      Seg_TS=Top_Down(T[1:breakpoint]);
   end;
   //Recursively split the right segment if necessary
   if calculate_error(T[breakpoint+1:length(T)]) > max_error
      Seg_TS=Top_Down(T[breakpoint+1:length(T)]);
   end;
```

One difficulty in the PLA approach is the selection of an appropriate stopping condition (the ‘max_error’ in Algorithm 1), which has to be defined by the user. In general, the lengths of the segments extracted by the PLA approach will increase when higher threshold values are used. Keogh et al. also noted that the top-down and bottom-up versions of PLA can be modified to include the desired number of segments K. For a given time series with n data points, and the average segment length L=n/K, the complexity of top-down, bottom-up, and sliding window algorithms are O(n²K), O(Ln), and O(L) respectively (Keogh et al., 2001b). Among these algorithms, only sliding window version of PLA can segment continuous streams of time series. According to the experimental results (Keogh et al., 2001b), sliding-window and top-down algorithms do not scale well whereas bottom-up approach scales linearly with the size of the dataset. To address the shortcomings of these methods, Keogh et al. introduced a hybrid algorithm called Sliding Window and Bottom-up (SWAB). Experimental results (Keogh et al., 2001b) show that the SWB algorithm scales linearly with the size of the dataset and produces high quality approximations requiring only constant space. Analysts often employ different threshold values to decompose historical data based on the underlying characteristics of stocks. Several approaches have been proposed to choose the right threshold value. For instance, Chang et al. (2009) employ genetic algorithms for this purpose.

### 2.2. Perceptually Important Points method

Perceptually Important Points (PIP) (Chung et al., 2001; Fu et al., 2008) selects a group of critical points called PIPs to represent the original time series. The pseudocode for identifying PIPs is described in Algorithm 2. In the identification process, the first and last points of the time series are chosen as the PIPs. Next, from the remaining points on the time series, the algorithm selects that with the longest distance to the first two PIPs as the next PIP. In each subsequent step, it continues to select the point with the maximum distance to its two adjacent PIPs. The point selected may be located either between the first and second PIPs or the second and last PIPs. The process continues until all of the points in the time sequence are added to the list (the PIPList in the algorithm) or a stopping criterion is met (for example, a lower Euclidean distance). Eq. (1) is used to measure

\[
\text{improvement_splitting_here}(T,i) = \text{calculate_error}(T[1:i]) - \text{calculate_error}(T[i+1:length(T)])
\]
the distance from the next PIP \((x_2, y_2)\) to its two adjacent PIPs \((x_1, y_1)\) and \((x_3, y_3)\). Fig. 2 illustrates the identification of the first five PIPs via the PIP method.

\[
\text{Dis} = |y_2 - y_3| = y_1 + \frac{(y_3 - y_1)(x_2 - x_1)}{(x_3 - x_1)} - y_2
\]

**Algorithm 2.** Pseudocode of the PIP identification (Fu et al., 2008).

```plaintext
Function PIP_Identification
Input: sequence P[1...m]
Output: PIPList L[1...m]
Begin
Set L[1] = P[1], L[2] = P[m]
Repeat until L[1...m] all filled
Begin
Select point P[j] with maximum distance to the adjacent points in PIPList (L[1] and L[2] initially)
Append P[j] to L
End
Return L
End
```

This method focuses primarily on preserving the general shape of the time series. Because the algorithm results in no transformation of the original time series, and the PIPs are also selected from the original time series with no changes, it is very useful in helping stock market investors to understand data mining results. However, the selection process in the PIP approach is global (that is, the entire time series must be taken into account), and it may therefore be unsuitable for online applications in which new data are frequently added in real time. To alleviate this drawback, several localisation approaches have been proposed to apply PIPs in online applications or subsequence mining. For instance, the sliding window method was adopted for real-time pattern matching in Fu et al. (2007) and Zhang et al. (2010a).

**2.3. Piecewise aggregate approximation and adaptive piecewise constant approximation method**

PAA is designed to reduce a time series from \(n\) dimensions to \(N\) dimensions, and the original time series is divided into \(N\) equal-sized segments (Keogh et al., 2001a). The mean value of each segment is calculated to represent the corresponding segment. Two extreme cases using this method are as follows:

- When \(N = n\), the transformed representation is identical to the original time series, as each point becomes one segment, and the mean value is exactly equal to that point value.
- When \(N = 1\), the transformed representation is the mean of the original sequence, as the entire time series belongs to only one segment. Fig. 3 presents a straight view of how PAA approximates a sequence with sub-piece segments.

Because the representation is based on piecewise segments, it can be used directly for the searching sequence with variable lengths or pattern matching from the local perspective. Another advantage of this method is that it is faster than others because it needs to scan the original data only once. Also, each segment represented by PAA has the same length, which makes the storage of representations in databases easier. A disadvantage of this method, however, is the need to determine a proper length or how many segments should be adopted.

Keogh et al. (2001a) introduced APCA as an extension to PAA representation. Instead of equal length division, APCA allows the segments to have arbitrary lengths. Fig. 4 presents an intuitive example of this method. In contrast to PAA, this type of representation requires two numbers to record each segment. The first number records the mean value of a segment, and the second records the length of each segment. As APCA approximates a time series by a set of constant value segments of varying lengths, it achieves better compression than PAA for time series with fewer fluctuations.

**2.4. Comparison of PLA, PIP, and PAA approaches**

In this section, we briefly compare the PLA, PIP, and PAA approaches based on three properties. The overview of the comparison is given in Table 1.
3. Turning point selection, storage and retrieval

In this section, we first outline the properties of TPs. We then introduce an approach for the storage and retrieval of TPs based on their degree of importance. In this method, TPs are prioritised according to their contribution to the preservation of the trends and shape of the time series. Fig. 5 presents an overview of the proposed method, in which there are four steps. First, TPs are identified from the original time series. Second, the selected TPs are evaluated and stored into a stack according to their degree of importance, which is calculated on the basis of their effectiveness in preserving the trends and shape of the time series. Third, an OBST is built to store the TPs. Finally, a reduced-sample time series can be reconstructed based on user criteria.

3.1. Turning points

PAA models and the DFT and PLA methods usually smooth out some of the data points when sampling is performed on a time series. These methods involve a certain degree of information loss due to the smoothing effect. However, financial analysts often depend on the local maximum and minimum points to identify technical patterns or transaction periods. For example, such local maximum and minimum points can typically be characterised by a few local patterns, which consist of a head point, two shoulder points and a pair of neck points. If the local maximum and minimum points are identified from the original time series, the technical pattern formed by the local maximum and minimum points during a given period. The TPs in Fig. 7 are depicted as filled-in circles.

Algorithm 3. Pseudocode for identifying TPs by their degree of importance.

Function TPs_identification_phase
Input: T[1…n]
Output: TP[1…m]
For each point i in T[1…n]
   If (T[i−1] < T[i] and T[i] > T[i+1])
      put T[i] into TP
Or (T[i−1] > T[i] and T[i] < T[i+1])
      put T[i] into TP
End

Function TPs_evaluation_phase

Table 1

<table>
<thead>
<tr>
<th>Properties</th>
<th>PLA</th>
<th>PIP</th>
<th>PAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online use/representation</td>
<td>Unsuitable</td>
<td>Unsuitable</td>
<td>Suitable</td>
</tr>
<tr>
<td>Representation interval</td>
<td>O(n^2)</td>
<td>O(n^2)</td>
<td>O(n)</td>
</tr>
<tr>
<td>Complexity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Representation interval</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online use/representation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Representation interval</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Due to the frequent fluctuations in the stock market, a large number of TPs can be found in a time series. For instance, using the foregoing criteria, we can extract 1284 TPs from the 2590 data points in the Hang Seng Index (HSI) over the past 10 years. In the following section, we detail an algorithm for the identification and evaluation of TPs from a financial time series.

3.2. Identification and evaluation

The proposed method comprises two phases: an identification phase and an evaluation phase. In the identification phase, we select all minimum or maximum points on the time series and label them as TPs. In the evaluation phase, TPs that contribute less to the overall shape of the time series are assigned a lower degree of importance and stored into a stack early in the process.

Identification phase: All of the time series are assigned a lower degree of importance and stored into a stack early in the process.

Evaluation phase: The less importance points from the time series are first marked. For our purposes, these points are denoted as TP[1…m]. Let f(x) be the value of a point x in a time series.

1. For point p, and neighbouring points p_{i−1} and p_{i+1}, if f(p_i) < f(p_{i−1}) and f(p_i) < f(p_{i+1}), then p_i is a minimum point.
2. For point p, and neighbouring points p_{i−1} and p_{i+1}, if f(p_i) > f(p_{i−1}) and f(p_i) > f(p_{i+1}), then p_i is a maximum point.

Evaluation phase: The less importance points from TP[1…m] are pushed earlier into a stack ‘S’. A point’s importance is calculated using the importance evaluation method, which is described in the next section. After a point is pushed into the stack, the status of the remaining points may change, and some may no longer be a minimum or maximum point in the resulting sequence. If the prior pushing action alters the status of a point p[j] in the series TP[1…m], then p[j] will be pushed into ‘S’ because it no longer makes a contribution to preserving the trends. In the resulting time series, these consecutive points are considered to be within a single uptrend or downtrend if they are monotonically increasing or decreasing. Fig. 8 demonstrates such a scenario. When p2 is pushed into ‘S’, it is no longer the minimum or maximum and the points p1, p2, and p3 are in a single uptrend. The evaluation process continues until all TPs are pushed into the stack. The pseudocode for both phases is described in Algorithm 3. Fig. 9 illustrates a series of TPs being pushed into a stack ‘S’.

Algorithm 3. Pseudocode for identifying TPs by their degree of importance.

Function TPs_identification_phase
Input: T[1…n]
Output: TP[1…m]
For each point i in T[1…n]
   If (T[i−1] < T[i] and T[i] > T[i+1])
      put T[i] into TP
Or (T[i−1] > T[i] and T[i] < T[i+1])
      put T[i] into TP
End

Function TPs_evaluation_phase
Input: Sequence TP[1...m]
Output: TPStack S[1...m]

Calculate each TP’s importance value.

Begin
Repeat until all points in TPs are pushed into S
Begin
Push the TP with lowest importance value into the Stack ‘S’.
If a point being no longer minimum or maximum in TP[1...m] found
    Push it into S
Update the neighbour TPs’ importance
End
Return S
End

3.2.1. TP importance evaluation
The importance of a TP(pi) can be calculated on the basis of the difference between the original series and the resulting new series if point pi is ignored. A visual depiction of the effect of ignoring a point (e.g. point number 8) is depicted in the second step of Fig. 9.

We employ Eq. (1) as the basic distance function. To calculate a TP’s degree of importance, we use its left and right neighbouring TPs from TP[1...m], which is obtained during the identification phase. Suppose that three consecutive TPs are p1(x1, y1), p2(x2, y2) and p3(x3, y3).

The first evaluation method in Eq. (2) is based on Fu et al. (2008) and is illustrated in Part 1 of Fig. 10. Suppose that \( \hat{y}_i \) is a point on an approximation line that connects the maximum and minimum points among three points (p1, p2 and p3). In this example, p1 and p3 are the maximum and minimum points, and \((x_i, y_i)\) is the coordinate of the ith point on the original time series. The result of this calculation is the degree of importance for the median point of p1, p2 and p3 (p2 in this example). Max_PD (the maximum point distance) from Eq. (2) is biased towards retaining the shape of the time series over the period. Fu et al. (2008) employed this evaluation method to select important points to represent the overall shape of a time series.

\[
\text{Max}_\text{PD} = \max(y_i - \hat{y}_i)
\]  

The second evaluation method in Eq. (3) is based on the PLA approach in Heckbert and Garland (1997) and Keogh et al. (2001b). The difference between the first and second evaluation methods is
that the sum of the distance is used as the degree of importance in the latter. We illustrate this evaluation method in Part 2 of Fig. 10. 

\[
\text{Sum}_{PD} = \sum |y_i - \hat{y}_i|
\]  

(3)

The third evaluation method in Eq. (4) is based on Jiang et al. (2007) and is illustrated in Part 3 of Fig. 10. In this method, the \(\text{Sum}_{PD}\) from the previous method is multiplied by the inverse of the duration of segment \((x_3 - x_1)\). The result of this calculation, called \(\text{Avg}_{PD}\) (average points distance), is the degree of importance of the median point of \(p_1\), \(p_2\) and \(p_3\) (\(p_2\) in the example). This method is biased towards keeping the resulting time series as smooth as possible. The equation used to merge the over-fitting segments in the PIP approach (Jiang et al., 2007).

\[
\text{Avg}_{PD} = \frac{1}{(x_3 - x_1)} \sum |y_i - \hat{y}_i|
\]  

(4)

The fourth evaluation method is given in Eq. (5) and illustrated in Part 4 of Fig. 10. In this evaluation, we multiply the duration of segment \((x_3 - x_1)\) with \(\text{Max}_{PD}\) from Eq. (2). The calculation result is the degree of importance of the median point of \(p_1\), \(p_2\) and \(p_3\) (\(p_2\) in the example). \(\text{N}_{\text{Max}}_{PD}\) in Eq. (5) considers not only the shape of the time series but also the duration.

\[
\text{N}_{\text{Max}}_{PD} = (x_3 - x_1) \times \max |y_i - \hat{y}_i|
\]  

(5)

The fifth evaluation method is given in Eq. (6) and illustrated in Part 5 of Fig. 10. \(y_k\) \((k \in \{1, 2, 3\})\) is the actual \(y\) value of the three consecutive TPs \((p_1, p_2 \text{ and } p_3)\), and \(\hat{y}_k\) is the \(y\) value of the point on the approximation line defined by the other two TPs. The result of
this calculation is the degree of importance of $p_2$. $\text{Min}_{\text{TPD}}$ (minimum TP distance) in Eq. (6) minimises the fluctuation changes.

$$\text{Min}_{\text{TPD}} = \min(|y_k - \hat{y}_k|)$$

(6)

The sixth evaluation method is given in Eq. (7) and illustrated in Part 6 of Fig. 10. We multiply the duration of segment $(x_2 - x_1)$ with $\text{Min}_{\text{TPD}}$ from Eq. (6). The result of this calculation is the degree of importance of $p_2$. $N_{\text{Min}_{\text{TPD}}}$ from Eq. (7) takes into account both the effect of the fluctuation and the duration of the segment:

$$N_{\text{Min}_{\text{TPD}}} = (x_3 - x_1) \times \min(|y_k - \hat{y}_k|)$$

(7)

3.3. Storage and retrieval

In this section, we describe an approach for the storage of TPs with respect to their degree of importance in an OBST (the third part of Fig. 5). An algorithm is also devised to reconstruct the reduced-sample time series from this tree (the final part of Fig. 5).

3.3.1. Optimal binary search tree

A binary tree with the smallest average retrieval cost is called an OBST (Cormen et al., 2009). Consider, for instance, four data points, $p_1$, $p_2$, $p_3$ and $p_4$, whose corresponding weights are 0.1, 0.2, 0.3 and 0.4. Suppose that two different tree structures (see Fig. 11) are used to store these points. The calculation of average retrieval cost, Eq. (8), is defined (with $w_i$ and $d_i$ are the weight and the depth of the element), and the average retrieval cost of the first tree is $(0.1^2 + 0.2^2 + 0.3^2 + 0.4^2)/(0.1 + 0.2 + 0.3 + 0.4) = 3.0$ and that of the second is $(0.1^2 + 0.2^2 + 0.3^2 + 0.4^2)/(0.1 + 0.2 + 0.3 + 0.4) = 2.2$. Because the average cost of the second tree is smaller than that of the first, the second tree is considered to be more efficient in organising these four points and thus is the OBST.

$$\text{Cost} = \sum_{i=1}^{n} w_i \times d_i$$

(8)

Any subtree of an OBST is also proved to be optimal (Cormen et al., 2009). To find the solution for an OBST, the optimal solution for its subtrees must first be guaranteed. To do so, we can find the value of an optimal solution in a recursive manner. Suppose that picking a sub-problem domain is the same as finding an OBST containing elements $p_i, ..., p_k$ with $i \leq k \leq j$. If $p_k$ is the root of the subtree, then the left subtree will contain $p_i ... p_{k-1}$, and the right subtree will contain $p_{k+1} ... p_j$. Thus, the overall goal is now divided into two sub-problems. The base situation is $i = k = j$, which is only one element in the group, and the root is itself.

In practice, Table 2 can be used to calculate the smallest average retrieval cost for a group of elements. $C[i, i-1]$ and $C[i, j]$ are initially assigned 0 and $w_i$ (element weights), respectively (the base situation). Then, $C[i, j]$ (the sub-problem) is recursively calculated through Eq. (9). The value in $C[1, n]$ is the smallest average retrieval cost and the OBST can be achieved by tracking the calculation process activities in the table. The detailed pseudocode is illustrated in the next section, and the proof of the
optimum nature of this type of tree can be found in Cormen et al. (2009).

\[ C[i,j] = \min_{1 \leq k \leq j} \{ C[i,k-1], C[k+1,j] \} \sum_{i=1}^{j} w_i \]  

(9)

The structure for storing the TPs of time series should satisfy two requirements: (1) the points can be retrieved more easily if they make a greater contribution to preserving the shape and trends of the time series, and (2) the structure should not alter the original time order of the TPs. In an OBST, the elements with larger weights are usually found near the top of the tree and thus are retrieved first. The OBST renders tree traversal, including preorder, in-order and breadth first traversal, more flexible. Moreover, an OBST can also keep the average retrieval cost low, and its subtrees also maintain these properties. Thus, an OBST is efficient at storing the TPs of a time series.

3.3.2. Storing Turning Points in an OBST

A weight should first be assigned to each TP based on its contribution to preserving the shape of the time series. Intuitively, the TPs near the top of the stack generated in the evaluation phase will make a greater contribution to preserving the shape and trends of the time series. Fig. 9 are used in Algorithm 4 to store the weights of the TPs identified in Fig. 9 and are calculated on the basis of Eq. (10), where \( x \) is the distance from \( w_i \) to the top of the stack and \( m \) is the stack size. Table 3 presents the weights of the TPs in the stack in Fig. 9.

\[ w_i = \frac{m-x}{m+1} \]  

(10)

To calculate an optimum retrieval cost for \( C[i,j] \) using Eq. (9), the cost value is obtained by taking the minimum value from \( i \) to \( j \) (see \( \min_{1 \leq k \leq j} \) in the equation). Each time that we obtain the minimum cost, we record the index (for instance \( k \) ) in a root table \( R[i,j] \). The pseudocode in Algorithm 4 takes the weights \( w[1...m] \) as the input, and the output is the root table \( R \) that records the tree structure.

An OBST can be constructed by tracking the index in \( R \). Suppose that all of the nodes in this tree have the same size: the basic information of the \( x \)- and \( y \)-coordinates of the TP and the two pointers to the left and right child. If element \( x = R[i,j] \) is a node of the OBST, then the left node is \( x = R[i, x-1] \) and the right node is \( x = R[x+1, j] \). At the beginning, the root node content \( x \) is \( R[1, n] \). The pseudocode is demonstrated in Algorithm 5, through which Table 4 (the root table) can be generated and the OBST obtained for the example in Fig. 9.

Algorithm 4. Pseudocode for obtaining a root table (Cormen et al., 2009).

Function OPTIMAL-BST
Input: \( w_1, w_2, \ldots, w_m \)
Output: \( R \)
For \( i=1 \) to \( n \) /* do initialisation */
\[ C[i-1, i] = 0; \]
\[ C[i, i] = w_i; \]
End
For \( d=1 \) to \( n-1 \) /* diagonal calculation */
For \( i=1 \) to \( n-d \)
\[ j=i+d; \]
For \( k=i \) to \( j \)
\[ \text{if} \left\{ C[i,k-1], C[k+1,j] \right\} + \sum_{i}^{j} w_i \text{ is minimum} \]
\[ C[i,j] = \left\{ C[i,k-1], C[k+1,j] \right\} + \sum_{i}^{j} w_i \]
End
End
End

Algorithm 5. Pseudocode for creating OBST.

Function create_tree(T)
Input: root table \( R[i,m] \)
Output: Tree root
Initialisation:
Create cnode
index=R[1][n]
cnode.value=T[index]
root=cnode
pnode=root
End
Sub-tree-construction(pnode, R[1][n])
End
Return R

From Fig. 12, we can show that an OBST holds two important properties: (1) the turning points can be retrieved earlier from OBST if they make a greater contribution to preserving the shape and trends of the time series, (2) the OBST can still maintain the original chronological order of the turning points if we use depth first traversal strategy for retrieval. If we compare Figs. 9 and 12, we can clearly see the advantage of the time order kept by the OBST. For instance, retrieving points 1–6 only requires visiting half of the tree from Fig. 12, whereas in Fig. 9, we need to pop off nearly the entire stack.
3.4. Example: Technical pattern matching in reduced-sample time series

Predicting future stock movement based on technical patterns is one of the most common techniques used by financial analysts. The width of a technical pattern can be defined as the total number of days between the leftmost and the rightmost data points of the pattern. In this section, we describe how a technical pattern with different widths (durations) can be found in the reduced-sample time series. This capability is very useful since a financial analyst can quickly locate technical patterns of desired size by selecting appropriate reduce-sample time series. For instance, a time series with low sample rate can be used to find longer duration technical patterns and vice versa, a time series with high sample rate can be used to find shorter duration technical patterns.

We select the Hang Seng Index (HSI) from 3 January 2000 to 25 May 2010 for our example. Our dataset for the example is taken from the Yahoo (2013) Web site. First, 2586 turning points are extracted from the original time series and stored in a stack in the order of decreasing importance based on \( \text{Max_PD} \) evaluation method. Next, we prepare three reduced-sample time series by popping different numbers of points for each time series from top of the stack. By controlling the number of points to be popped from the stack, user can easily control the level of sample rate for the time series to be reconstructed. For our case, 324, 654, and 1035 turning points are popped out from the same stack to reconstruct three reduced-sample time series. The resulted time series contain only 75%, 50%, and 25% data points compared to the total number of turning points in the original time series.

Next, we use a modified version of rule-based and template-based pattern matching methods proposed by Fu (Fu et al., 2007) to locate Head-and-Shoulder technical patterns in these time series. Our revised algorithm performs following steps:

1. Reconstruct the reduced-sample time series based on the turning points from the stack.
2. Set the size of Sliding Window (SW) to \( n \) (e.g. \( n=7 \) for the current example).
3. SW is gradually shifted from the first to the last point in the reduced sample time series. This step will generate all sub-sequences of size equal to \( n \).
4. Normalise each subsequence and the Head-and-Shoulder technical pattern.
5. Use Template-based and Rule-based method to check if the subsequence is similar to the technical pattern.
6. Return the patterns which are recognised by both rule-based and template-based pattern matching methods.

### Table 5

<table>
<thead>
<tr>
<th>Pattern 1</th>
<th>Pattern 2</th>
<th>Pattern 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point ID</td>
<td>Date</td>
<td>Stock price</td>
</tr>
<tr>
<td>Reduced-sample time series with 75% sample rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>144</td>
<td>02/08/2000</td>
<td>17,277.39</td>
</tr>
<tr>
<td>145</td>
<td>03/08/2000</td>
<td>17,274.28</td>
</tr>
<tr>
<td>147</td>
<td>07/08/2000</td>
<td>17,727.25</td>
</tr>
<tr>
<td>149</td>
<td>09/08/2000</td>
<td>17,181.99</td>
</tr>
<tr>
<td>150</td>
<td>10/08/2000</td>
<td>17,333.21</td>
</tr>
<tr>
<td>152</td>
<td>14/08/2000</td>
<td>16,998.06</td>
</tr>
<tr>
<td>Reduced-sample time series with 50% sample rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>316</td>
<td>17/04/2001</td>
<td>12,606.45</td>
</tr>
<tr>
<td>339</td>
<td>22/05/2001</td>
<td>13,877.95</td>
</tr>
<tr>
<td>360</td>
<td>20/06/2001</td>
<td>12,918.71</td>
</tr>
</tbody>
</table>

### Pattern 4

<table>
<thead>
<tr>
<th>Pattern 5</th>
<th>Pattern 6</th>
<th>Pattern 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point ID</td>
<td>Date</td>
<td>Stock Price</td>
</tr>
<tr>
<td>Reduced-sample time series with 25% sample rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>252</td>
<td>09/01/2001</td>
<td>15,500.59</td>
</tr>
<tr>
<td>266</td>
<td>01/02/2001</td>
<td>16,163.99</td>
</tr>
<tr>
<td>281</td>
<td>22/02/2001</td>
<td>15,098.64</td>
</tr>
<tr>
<td>287</td>
<td>02/03/2001</td>
<td>13,966.43</td>
</tr>
</tbody>
</table>
The difference between our algorithm and Fu’s approach (Fu et al., 2007) is that, in our algorithm, segmentation (approximation) based on turning points is performed before a sliding window is used to find the subsequences. Whereas in Fu’s approach, original time series is used for finding subsequences by a sliding window and PIP (Chung et al., 2001; Fu et al., 2008) approach is then used to segment the resulting subsequences. Seven Head-and-Shoulder patterns found by our revised algorithm are listed in Table 5.

For illustration purposes, we select one pattern from each time series. The visualisations of selected Pattern 2, 4, and 5 are shown in Figs. 13–15. Since the window size is set to 7 in our algorithm, all the subsequences found contain exactly 7 turning points. Both the original time series from Hang Seng Index (HSI) and the Head-and-Shoulder patterns formed by turning points are plotted in Figs. 13–15. The total number of actual trading days (width) of patterns 2, 4, and 5 are 12, 44, and 43 respectively. Note that the width of pattern 5 is similar to that of pattern 4 since Stock Market in Hong Kong is closed during Lunar New Year holiday’s period.

4. Experimental results

In our experiment testing the proposed approach, we evaluate the performance of six equations for measuring the TPs of a time series — Max_PD, Min_TPD, Sum_PD, Avg_PD, N_Max_PD and N_Min_TPD – and compare them with those in two other representation approaches, PIP and PLA. We revise the PLA approach by storing the selected points in a stack. We first demonstrate the visualisation of the time series, and then compare the performance of the three approaches in terms of accuracy and trend preservation.

Our experimental dataset is taken from the Yahoo Finance (Yahoo, 2013) Web site. We select the Hang Seng Index (HSI) from 30 March 2000 to 6 June 2010 for evaluation. In Figs. 16–18 we plot the time series using only 2%, 3% and 5% of the data points, respectively.

In Fig. 19, we compare the reconstruction error using different numbers of points. The error is also defined as the sum of the distance for every point between the original time series and the series generated by the TP, PIP and PLA approaches, and is calculated using Eq. (11). Fig. 19 shows that the value of the reconstruction error generated by any of these methods decreases sharply at the beginning. All three generate a similar error-decreasing curve.

In Fig. 20, we compare the number of up and down trends preserved by the proposed approach and the PIP and PLA approaches with different numbers of points. The number of trends is equivalent to the total number of local minimum/maximum points in the time series. We find the six aforementioned importance evaluation methods (Max_PD, Min_TPD, Sum_PD, Avg_PD, N_Max_PD and N_Min_TPD) based on turning points (TP) to achieve a very similar reconstruction error and trend performance. In Fig. 20, we can also observe that PLA and PIP approaches maintain less trends compared to the six importance evaluation methods from the TP approach.

For illustration purposes, we also compare the reconstruction error of Sum_PD in our approach with that in the PIP and PLA approaches in Figs. 21 and 22, respectively. We find the PLA approach achieve lower reconstruction error compared to TP approach with Sum_PD importance evaluation method and PIP approach. In Fig. 22, we can also observe that TP approach with Sum_PD importance evaluation method achieves highest
Fig. 16. Representing Hang Seng Index with 50 points (2%): (TP, PIP and PLA methods).

Fig. 17. Representing Hang Seng Index with 76 points (3%): top (TP method); bottom (PIP and PLA methods).

Fig. 18. Representing the Hang Seng Index 127 points (5%): top (TP method); bottom (PIP and PLA methods).
performance in preserving trends.

\[ \text{error} = \sum_{i=1}^{N} |\hat{y}_i - y_i| \] (11)

In summary, comparing the error and trends produced by the three methods, we find the PLA approach to produce the least amount of error and the fewest trends. The proposed TP approach is able to preserve more trends than either the PLA or PIP approach. These results are unsurprising, as the PIP approach is designed to retain the overall shape of the time series, whereas one of the main objectives of the PLA approach is to represent the time series while minimising the error. In contrast, the objective of our approach is not only to keep the overall movement of the time series but also to preserve as many of its trends as possible.

With regard to the complexity of our method, in the identification phase we scan only the time series data from the beginning to the end. Its complexity is thus \(O(n)\). In the evaluation phase, the algorithm is a bottom-up process, and the worst case is \(O(n^2)\).
and technical pattern matching (Fu et al., 2007; Zhang et al., demonstrated in a number of articles: feature points extraction use of extracted important points and segmentation process is tops to predict stock movements. Several applications which make use of extracted important points and segmentation process is demonstrated in a number of articles: feature points extraction and technical pattern matching (Fu et al., 2007; Zhang et al., 2010a), locating Up-Trapeziform, Bottom-Trapeziform, Up-flag, and Down-flag patterns from the bid and trade time series of Chicago stock market (Zhang et al., 2007), locating past trends in the stock data (Lavrenko et al., 2000), and predicting the future stock price (Kwon and Sun, 2011). In these applications, segmentation and important points extraction is performed as a pre-processing step.

Our experiment was conducted on a computer with Intel® Core™ 2 Duo CPU, T6500 at 2.10 GHz and 2.69 GB Memory. Our prototype programme is developed in jdk1.6.0 and MySQL Server 5.1 is installed to provide database service.

We also compare the processing time for Sum_PD in our approach with that in the PIP and PLA. Specifically, the execution time of Sum_PD approach is 406 ms, PIP approach is 1329 ms, and PLA is 1515 ms. The processing time of Sum_PD is much smaller than that of other two approaches. The reason behind the faster processing time is that, Sum_PD in our approach only evaluates the importance of identified TPs in the first phase, while PIP and PLA take into account all points.

5. Conclusion

In this paper, we investigate the properties of TPs in preserving the trends and fluctuation of time series. However, as TPs do not contribute equally to the overall shape of the time series, we introduce a novel method for selecting TPs based on their degree of importance, which is calculated according to their contribution to preserving the trends and shape of that series. We also store TPs in an OBST, which allows the more important ones to be retrieved first, thereby reducing the average retrieval cost. Such a capability is extremely useful for trend analysis and for analysing stock data in a top-down fashion.

In analysing the performance of our method, we primarily use the PIP approach as a benchmark because it also directly selects points from the original time series for representation. We find the time series generated by the proposed method to maintain the shape of the original time series very well. Its major advantage is that it is able to preserve more monotonous trends due to the TPs’ ability to identify trend changes in the time series. In addition, the proposed method is based on local comparison, which can be used directly for online representation and real-time applications, such as pattern detection and the search for subsequences. Furthermore, TPs render the trend changes in time series very easy for users to understand.

TPs are important features of a time series and it would also be possible to use them for similar sequence searching, trend comparisons, and online pattern detection. As for the future work, we are planning to use the similarity of the segments generated through these TPs to predict the direction of stock movements based on probabilistic reasoning. We are also planning to apply data mining algorithms on the represented time series, such as extracting similar segments from historical price data, to train a neural network model to predict a potential trading point for a buy/sell action.
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Appendix

The sliding window algorithm (Keogh et al., 2001b) for segmentation with PLA is described in Algorithm 6. Beginning with the first data point from the time series, an anchor point is used to denote the left end point of a potential segment. The segment is gradually extended to the right until the error of the potential segment is greater than the error threshold (max_error) defined by the user. Once the error threshold is reached, two data points from the time series at anchor and $i-1$ are connected to become a subsequence. Once a subsequence is found, the anchor point is shifted to the point $i$. The process continues until the input time series has been segmented.

Algorithm 6. The generic sliding window algorithm (Keogh et al., 2001b).

Function Seg_TS=Sliding_Window(T, max_error)
anchor=1;
// Find best place to split the time series.
While not finished segmenting time series
i=2;

Fig. 22. Trends with comparison to number of points.
The bottom-up algorithm for PLA (Keogh et al., 2001b) is described in Algorithm 7. The function create_segment in Algorithm 7 generates a linear segment approximation of the input time series. The first for loop uses \( n/2 \) segments to approximate the input time series of length \( n \). The next for loop is used to calculate the cost of merging each pair of adjacent segments from the previous step. The calculate_error function in Algorithm 7 returns the approximation error of the linear segment approximation of the input time series. The next while loop in the algorithm merges the lowest cost pairs until the cost of merging exceeds the error threshold defined by the user. The costs of the segments affected by the merging process are also updated subsequently.

Algorithm 7. The generic bottom-up algorithm for PLA (Keogh et al., 2001b).

```plaintext
Function SegTS=Bottom-Up (T, max_error)
for i = 1: 2: length(T) // Create initial fine approximation.
    SegTS=concat(SegTS, create_segment(T [anchor: anchor+i]));
end;
// Find cost of merging each pair of segment.
for i = 1: length(SegTS)-1
    merge_cost[i]=calculate_error([merge(SegTS (i), SegTS(i+1))]);
end;
while min(merge_cost[i] <= max_error)
    index = min(merge cost); //Find cheapest pair to merge
    SegTS(index) = merge(SegTS(index), SegTS(index+1)); //Merge
    delete(SegTS(index+1)); //Update records.
    merge_cost(index) = calculate_error(merge(SegTS(index), SegTS(index+1)));
    merge_cost(index+1) = calculate_error(merge(SegTS(index), SegTS(index+1)));
end;
```
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