A fast direct method for block triangular Toeplitz-like with tri-diagonal block systems from time-fractional partial differential equations
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A B S T R A C T

In this paper, we study the block lower triangular Toeplitz-like with tri-diagonal blocks system which arises from the time-fractional partial differential equation. Existing fast numerical solver (e.g., fast approximate inversion method) cannot handle such linear system as the main diagonal blocks are different. The main contribution of this paper is to propose a fast direct method for solving this linear system, and to illustrate that the proposed method is much faster than the classical block forward substitution method for solving this linear system. Our idea is based on the divide-and-conquer strategy and together with the fast Fourier transforms for calculating Toeplitz matrix-vector multiplication. The complexity needs $O(MN \log^2 M)$ arithmetic operations, where $M$ is the number of blocks (the number of time steps) in the system and $N$ is the size (number of spatial grid points) of each block. Numerical examples from the finite difference discretization of time-fractional partial differential equations are also given to demonstrate the efficiency of the proposed method.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Consider a linear system

$$Au = b,$$

where $A$ is the block lower triangular Toeplitz-like with tri-diagonal block (BL3TB-like) matrix of the form

$$A = \begin{bmatrix}
A_1^{(1)} & A_2 & A_1^{(2)} & \cdots & \vdots \\
A_2 & \cdots & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots \\
A_M & \cdots & \cdots & \cdots & A_1^{(M)}
\end{bmatrix},$$

where $A_1^{(1)} = A_2 = \cdots = A_1^{(M)}$.
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in which $A_1^{(1)}, A_1^{(2)}, \ldots, A_1^{(M)}$, and $A_j$ ($j = 2, \ldots, M$) are $N$-by-$N$ tri-diagonal matrices, $u$ is the unknown vector, and $b$ is the right hand side vector. We remark that $A_1^{(1)}, A_1^{(2)}, \ldots, A_1^{(M)}$ are not necessarily the same. Such a linear system arises from the finite difference discretization of time-fractional partial differential equation; see [14,16,39,38,35,13,28,34] and Section 3. In the literature, there are many applications in time-fractional partial differential equations [26], for instances, chaotic dynamics of classical conservative systems [32], groundwater contaminant transport [2,3], turbulent flow [7,29], biology [23], finance [27], image processing [1], and physics [30]. Recent numerical methods for time-fractional partial differential equations can be found in [38,35,13,28,34,10–12,20,33,37].

Toeplitz matrices emerge from numerous topics such as signal and image processing, numerical solutions of partial differential equations and integral equations, as well as queueing networks; see [8,9] and the references therein. In particular, the triangular Toeplitz matrix plays a key role in the displacement representation of general Toeplitz matrices, which is fundamental in the study of structured matrices and polynomial computations; see [4,5,19,25].

Traditionally, the block forward substitution (BFS) method [18] can be straightforwardly applied to solve (1.1) in $O(M^2N)$ arithmetic operations with $O(MN)$ storage requirement. In order to reduce the computational cost, Lu, Pang, and Sun [22] recently proposed an approximate inversion method for solving (1.1) with $A_1^{(k)} = A_1$ for $1 \leq k \leq M$, where the coefficient matrix therefore becomes a block lower triangular Toeplitz with tri-diagonal block (BL3TB) matrix. Their idea is to make use of block-Toeplitz structure and approximate the BL3TB matrix by the block $\epsilon$-circulant matrix that can be block-diagonalized by the fast Fourier transform (FFT) into a diagonal block matrix, in which each diagonal block is still tri-diagonal. The total computational complexity by their method is of $O(MN\log M)$ arithmetic operations that is much cheaper than $O(M^2N)$ arithmetic operations by the BFS method; see more details in [22]. Nevertheless, their approximate inversion method will be no longer available if $A$ in (1.1) is not exact BL3TB; i.e., $A_1^{(k)}$ in (1.2) are different.

Another direct method for solving BL3TB system is the so-called block divide-and-conquer method [4,15]. Let $A_{2k}$ be a BL3TB matrix and partitioned as

$$A_{2k} = \begin{bmatrix} A_k & 0 \\ B_k & A_k \end{bmatrix},$$

(1.3)

where $A_k$ is still BL3TB and $B_k$ is block Toeplitz. Thus, we have [4,15]

$$A_{2k}^{-1} = \begin{bmatrix} A_k^{-1} & 0 \\ C_k & A_k^{-1} \end{bmatrix} \quad \text{with} \quad C_k = -A_k^{-1}B_kA_k^{-1}. \quad (1.4)$$

If $A_1^{-1}$ is known, the only task is to compute $C_k$, which is also a block Toeplitz matrix. Finally, $A_M^{-1}$ can be recursively obtained from the inverse of a very small size matrix. In other words, the divide-and-conquer method is to compute the inverse of $A_M$ exactly. The computational cost is of $O(N^2M \log M + N^3M)$ and storage requirement is of $O(N^2M)$ [4] since the inverse of a tri-diagonal matrix is usually dense. Therefore, the divide-and-conquer method may not be better than the BFS method for solving the BL3TB system if the block size $N$ is large. Moreover, the divide-and-conquer method also cannot be applied for the BL3TB-like matrix if $A_1^{(k)}$ in (1.2) are different.

The main contribution of this paper is to propose a fast direct method for solving (1.2). Existing fast numerical solver (e.g., fast approximate inversion method) cannot handle such linear system as the main diagonal blocks are different. We illustrate that the proposed method is much faster than the classical block forward substitution method for solving this linear system. Our idea is to combine the BFS method with the divide-and-conquer strategy, to solve the BL3TB-like system in (1.1). As the divide-and-conquer method, the BL3TB-like matrix (1.2) is partitioned analogously to (1.3). Unlike the divide-and-conquer method, the inverse of the large size matrix is not calculated as that in (1.4). In our proposal, the partition is employed to reduce the original linear system into two half-size linear systems. Then the BFS method is exploited to solve both linear systems together. Meanwhile, the FFT can be applied to speed up the computation of the right hand side in the second half-size linear system as it contains a block Toeplitz matrix. Both half-size BL3TB-like matrices could be further reduced the matrix size by half until the matrices with small enough size are reached. Finally, the solution of (1.1) is recursively obtained. The computational complexity of the proposed method is of $O(MN\log^2 M)$ operations which is cheaper than $O(M^2N)$ operations of the classical BFS method. We remark that our method is of $O(MN)$ storage requirement and it can be applied to the general BL3TB-like system. Numerical examples are given to illustrate the efficiency of the proposed method.

The outline of this paper is given as follows. In Section 2, we present the proposed algorithm. In Section 3, we consider coefficient matrices constructed by the finite difference discretization of time-fractional partial differential equations. In Section 4, we report experimental results and compare the proposed method with the other testing methods. Finally, concluding remarks are given in Section 5.
2. The proposed method

Firstly, we briefly introduce the BFS method for solving the block lower triangular system. Let

$$\mathbf{u} := \begin{bmatrix} u^{(1)} \\ u^{(2)} \\ \vdots \\ u^{(M)} \end{bmatrix} \quad \text{and} \quad \mathbf{b} := \begin{bmatrix} b^{(1)} \\ b^{(2)} \\ \vdots \\ b^{(M)} \end{bmatrix},$$

where $u^{(i)}$ and $b^{(i)}$ ($i = 1, 2, \ldots, M$) are vectors of size $N$. The BFS method solves $u^{(1)}, u^{(2)}, \ldots, u^{(M)}$ one by one via solving the following linear systems:

$$A_1^{(1)} u^{(1)} = b^{(1)},$$
$$A_1^{(2)} u^{(2)} = b^{(2)} - A_2 u^{(1)},$$
$$\vdots$$
$$A_1^{(M)} u^{(M)} = b^{(M)} - \sum_{i=1}^{M-1} A_{i+1} u^{(M-i)}.$$

(2.1)

Obviously, each tri-diagonal linear system in (2.1) can be directly solved in $O(N)$ operations. Nevertheless, it requires to compute the right hand side vector and the computational cost is $O(kMN)$ operations for the $k$th equation in (2.1). Therefore, the overall computational complexity is of $O(M^2 N)$ operations by the BFS method.

We note that the main workload of the BFS method is in the calculation of the right hand side. Therefore, the key is to find an efficient way to compute the right hand side faster. To this end, in the following, we exploit the divide-and-conquer strategy in the BFS method to reduce the complexity, see [21].

Without loss of generality, we assume that $M > 1$ is even. Let $k = M/2$. The matrix $\mathbf{A}$ can be partitioned as follows:

$$\mathbf{A} = \begin{bmatrix}
A_1^{(1)} & & & \\
\vdots & \ddots & & \\
A_k & \cdots & A_1^{(k+1)} & \\
A_{k+1} & \cdots & A_k & A_1^{(k+1)} & \\
\vdots & \vdots & \vdots & \ddots & \\
A_M & \cdots & A_{k+1} & A_k & \cdots & A_1^{(M)}
\end{bmatrix} := \begin{bmatrix} \mathbf{B} & \mathbf{0} \\
\mathbf{C} & \mathbf{D} \end{bmatrix},$$

in which $\mathbf{0}$ is a zero matrix. Accordingly, $\mathbf{u}$ and $\mathbf{b}$ are partitioned into $\mathbf{u} := \begin{bmatrix} \mathbf{v}^{(1)} \\ \mathbf{v}^{(2)} \end{bmatrix}$ and $\mathbf{b} := \begin{bmatrix} \mathbf{p}^{(1)} \\ \mathbf{p}^{(2)} \end{bmatrix}$ respectively. Therefore, the linear system (1.1) is reduced into two half-size linear systems equivalently

$$\begin{cases}
\mathbf{B} \mathbf{v}^{(1)} = \mathbf{p}^{(1)}, \\
\mathbf{D} \mathbf{v}^{(2)} = \mathbf{p}^{(2)} - \mathbf{C} \mathbf{v}^{(1)}.
\end{cases}$$

(2.2)

We note that both $\mathbf{B}$ and $\mathbf{D}$ are BL3TB-like, while $\mathbf{C}$ is a block Toeplitz matrix. Suppose $\mathbf{v}^{(1)}$ is calculated. Since $\mathbf{C}$ is a block Toeplitz matrix, the matrix–vector product $\mathbf{C} \mathbf{v}^{(1)}$ can be computed efficiently by the FFT. More specifically, $\mathbf{C}$ is firstly extended into an $MN$ by $MN$ block circulant matrix $\mathbf{\tilde{C}}$ where its first block column is given by

$$\mathbf{S} = \begin{bmatrix}
A_{k+1} \\
A_{k+2} \\
\vdots \\
A_M \\
0 \\
A_2 \\
\vdots \\
A_k
\end{bmatrix}.$$

The block circulant matrix $\mathbf{\tilde{C}}$ can be diagonalized into diagonal block matrix by the discrete Fourier transform matrix, i.e.,

$$\mathbf{\tilde{C}} = (F \otimes \mathbf{I}_N) \text{diag}(\Lambda_1, \Lambda_2, \ldots, \Lambda_M)(F \otimes \mathbf{I}_N),$$
in which $F$ is the discrete Fourier transform matrix of size $M$, $I_N$ is the $N$-by-$N$ identity matrix, $\otimes$ is the Kronecker product and $\Lambda_1, \ldots, \Lambda_M$ are $N \times N$ matrices determined by

$$
\begin{bmatrix}
\Lambda_1 \\
\Lambda_2 \\
\vdots \\
\Lambda_M 
\end{bmatrix} = \sqrt{M}(F \otimes I_N)S;
$$

(2.3)

see [9]. The computational cost of $\Lambda_1, \ldots, \Lambda_M$ is of $O(NM \log M)$ operations. Moreover, since $A_j$ are tri-diagonal matrices, so are $\Lambda_j$. It follows that the matrix–vector multiplication $Cv^{(1)}$ can be computed via

$$
C \begin{bmatrix} v^{(1)} \\ 0 \end{bmatrix} = (F^* \otimes I_N)\text{diag}(\Lambda_1, \Lambda_2, \ldots, \Lambda_M)(F \otimes I_N) \begin{bmatrix} v^{(1)} \\ 0 \end{bmatrix}.
$$

The cost of this matrix–vector multiplication is of $O(NM \log M)$ operations. In (2.2), suppose the first linear system $Bv^{(1)} = p^{(1)}$ is solved, then the second linear system $Dv^{(2)} = p^{(2)} - Cv^{(1)}$ can be computed after the right hand side vector is obtained. Since both $B$ and $D$ are BL3TB-like matrices, the same procedure can be applied to solve both linear systems recursively. The proposed algorithm, we call that as the DC-BFS method, for solving BL3TB-like linear systems in (1.1) is summarized in Algorithm DCBFS.

Algorithm: DCBFS \(\{A_j^{(1)}\}_{j=1}^m, \{A_j^{(m)}\}_{j=2}^m; b, u\)

Input: \(\{A_j^{(1)}\}_{j=1}^m, \{A_j^{(m)}\}_{j=2}^m; b, u\)

Output: \(u\)

Step 1: If $m = 1$, then solve $A^{(1)}_1u = b$; Otherwise

Step 2: Call DCBFS(\(\{A_j^{(1)}\}_{j=1}^m; \{A_j^{(m)}\}_{j=2}^m; b; 1:m/2, u; 1:m/2\))

Step 3: Compute $B = b(m/2 + 1:m) - \text{BlockToep}(\{A_j^{(m)}\}_{j=2}^m, u; 1:m/2)$

Step 4: Call DCBFS(\(\{A_j^{(1)}\}_{j=1}^m; \{A_j^{(m)}\}_{j=2}^m; B, u; m/2 + 1:m\))

In the above algorithm, $x[1:m/2]$ refers to the first half of the partition of $x$, $x[m/2 + 1:m]$ refers to the remaining half of the partition of $x$, and $\text{BlockToep}(\{A_j\}_{j=2}^m, u; 1:m/2)$ refers to the fast block Toeplitz matrix–vector multiplication using FFT. When $m$, the number of block, is greater than one, we employ the divide-and-conquer strategy to reduce that into the two smaller block systems with size by half. To study the total complexity, we suppose that $\Theta_m$ is the number of operations required for solving an $m$-block linear system. Its computational cost can be estimated as follows:

$$
\Theta_m = O(Nm \log m) + 2\Theta_m/2.
$$

When the number of block is equal to one, we only need to solve a tri-diagonal linear system and the cost is of $O(N)$ operations, i.e., $\Theta_1 = O(N)$. According to this recursive formula, we obtain $\Theta_m = O(NM \log^2 M)$ for the $M$-by-$M$ block lower triangular Toeplitz-like with $N$-by-$N$ tri-diagonal block system in (1.1). It is clear it is significantly less than the cost of BFS method which is of $O(NM^2)$ operations.

We remark that the proposed method can be applied for the general BL3TB-like linear system (1.1); i.e., the diagonal blocks are not necessarily the same.

3. Applications to time-fractional partial differential equations

In this section, we consider linear systems in (1.1) arising from the discretization of time-fractional partial differential equations.

3.1. The fractional sub-diffusion equation

Consider the following nonlinear fractional sub-diffusion equations [14,16,22]

$$
\frac{\partial u(x, t)}{\partial t} = \alpha D_t^{1-\gamma} \left[ K \frac{\partial^2 u(x, t)}{\partial x^2} \right] + f(x, t), \ x \in (a, b), \ t \in (0, T],
$$

$$
u(a, t) = \psi_1(t), \ \nu(b, t) = \psi_2(t), \ t \in (0, T],
$$

$$
u(x, 0) = \phi(x), \ x \in [a, b],
$$

(3.1)

where $0 \leq \gamma \leq 1$ and $\alpha D_t^{1-\gamma}$ denotes the Riemann–Liouville fractional derivative of order $1 - \gamma$ defined by

$$
\alpha D_t^{1-\gamma} f(t) = \frac{1}{\Gamma(\gamma)} \frac{\partial}{\partial t} \int_0^t \frac{f(\tau)}{(t - \tau)^1-\gamma} d\tau,
$$

where $0 \leq \gamma \leq 1$ and $\alpha D_t^{1-\gamma}$ denotes the Riemann–Liouville fractional derivative of order $1 - \gamma$ defined by

$$
\alpha D_t^{1-\gamma} f(t) = \frac{1}{\Gamma(\gamma)} \frac{\partial}{\partial t} \int_0^t \frac{f(\tau)}{(t - \tau)^1-\gamma} d\tau,
$$

where $0 \leq \gamma \leq 1$ and $\alpha D_t^{1-\gamma}$ denotes the Riemann–Liouville fractional derivative of order $1 - \gamma$ defined by

$$
\alpha D_t^{1-\gamma} f(t) = \frac{1}{\Gamma(\gamma)} \frac{\partial}{\partial t} \int_0^t \frac{f(\tau)}{(t - \tau)^1-\gamma} d\tau,
\[ K \text{ is the diffusion coefficient, } \phi(x), \psi_1(t), \psi_2(t) \text{ and } f(x, t) \text{ are known smooth functions. We note that the diffusion coefficient } K \text{ here can be either constant or time-dependent. The latter case has received much attention in recent years, see [24,31,17,6] for example.} \]

For the fractional sub-diffusion equations in (3.1), linear systems in (1.1) arise from the discretization by finite difference schemes. As an example, Gao and Sun [16] derived a compact finite difference scheme, which has \( 2 - \gamma \) order and fourth-order accuracy in temporal and spatial variables respectively.

Let \( \Delta x = (b - a)/(N + 1) \) and \( \Delta t = T/M \) with mesh points \((x_i, t_k) = (a + i\Delta x, k\Delta t)\) for \( i = 0, 1, \ldots, N + 1 \) and \( t = 0, 1, \ldots, M \), and let the approximate solution be \( u_i^k \approx u(x_i, t_k) \). The Gao–Sun scheme for the equation (3.1) can be written as follows:

\[
\begin{align*}
\alpha_1^{(k)} u_{i-1}^k + \beta_1^{(k)} u_i^k + \eta_1^{(k)} u_{i+1}^k &= \sum_{j=1}^{k-1} \left( \alpha_{k-j+1} u_{i-j}^k + \beta_{k-j+1} u_{i-j}^k + \eta_{k-j+1} u_{i-j}^k \right), \\
&= \tilde{b}_1^k, \quad 1 \leq i \leq N, \quad 1 \leq k \leq M, \\
&\quad u_i^0 = \psi_1(t_k), \quad u_{M+1}^k = \psi_2(t_k), \quad 1 \leq k \leq M, \\
&\quad u_i^0 = \phi(x_i), \quad 0 \leq i \leq N + 1,
\end{align*}
\]

(3.2)

where

\[
\begin{align*}
\alpha_1^{(i)} &= \eta_1^{(i)} = \frac{1}{12} - K(t_i) \frac{\Delta t \Gamma(2-\gamma)}{\Delta x^2}, \\
\beta_1^{(i)} &= \frac{5}{6} + 2K(t_i) \frac{\Delta t \Gamma(2-\gamma)}{\Delta x^2}, \\
\alpha_j &= \eta_j = \frac{1}{12} (a_{j-2} - a_{j-1}), \\
\beta_j &= \frac{5}{6} (a_{j-2} - a_{j-1}), \\
\gamma_j &= (j-1)(1-\gamma) - (j-2)(1-\gamma),
\end{align*}
\]

for \( 1 \leq i \leq M, \ 2 \leq j \leq M \) and \( \tilde{b}_1^k \) contains the nonhomogeneous term and the initial condition. More details of the discretization could be found in [16,22].

The equations (3.2) can be written as the following matrix form:

\[
A_1^{(k)} u^k - \sum_{j=1}^{k-1} A_{k-j+1} u^j = \tilde{b}^k, \quad k = 1, 2, \ldots, M,
\]

(3.3)

where

\[
A_1^{(k)} = \begin{bmatrix}
\beta_1^{(k)} & \eta_1^{(k)} \\
\alpha_1^{(k)} & \beta_1^{(k)} & \eta_1^{(k)} \\
& \ddots & \ddots & \ddots \\
& & \alpha_1^{(k)} & \beta_1^{(k)} & \eta_1^{(k)} \\
& & & \ddots & \ddots \\
& & & & \alpha_1^{(k)} & \beta_1^{(k)} & \eta_1^{(k)}
\end{bmatrix}, \quad A_j = \begin{bmatrix}
\beta_j & \eta_j \\
\alpha_j & \beta_j & \eta_j \\
& \ddots & \ddots & \ddots \\
& & \alpha_j & \beta_j & \eta_j \\
& & & \ddots & \ddots \\
& & & & \alpha_j & \beta_j & \eta_j
\end{bmatrix}
\]

for \( k = 1, 2, \ldots, M, \ j = 2, 3, \ldots, M, \ u^k = [u_1^k, u_2^k, \ldots, u_N^k]^T \) and

\[
b^k = [\tilde{b}_1^k - \sum_{i=1}^{k} \alpha^{(k-i)} u_i^k, \tilde{b}_2^k, \ldots, \tilde{b}_N^k - \sum_{i=1}^{k} \eta^{(k-i)} u_N^i]^T, \quad 1 \leq k \leq M.
\]

It is easy to see that (3.3) as a linear system in \( u = [u_1^1, u_2^1, \ldots, u_N^1, u_1^2, \ldots, u_N^M]^T \) possesses block lower triangular Toeplitz-like with tri-diagonal block structure. The proposed method can be applied to solve it at a cost of \( O(NM\log^2 M) \) operations.

3.2. The two-dimensional fractional sub-diffusion equation

Now we consider the two-dimensional fractional sub-diffusion equation

\[
\frac{\partial^\alpha u(x, y, t)}{\partial t^\alpha} = \Delta u(x, y, t) + f(x, y, t), \quad (x, y) \in \Omega, \ t \in (0, T],
\]

\[
u(x, y, t) = \psi(x, y, t), \quad (x, y) \in \partial \Omega, \quad t \in [0, T],
\]

\[
u(x, y, 0) = \phi(x, y), \quad (x, y) \in \Omega \cup \partial \Omega,
\]

(3.4)
where \( \Omega = (0, R_x) \times (0, R_y) \) is a finite rectangular domain, \( \partial \Omega \) is the boundary, \( \Delta \) is the Laplacian and \( \frac{\partial^\alpha u(x, y, t)}{\partial t^\alpha} \) is the Caputo derivative of order \( \alpha \) defined by

\[
\frac{\partial^\alpha u(x, y, t)}{\partial t^\alpha} = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial u(x, y, \eta)}{\partial \eta} \frac{\partial^\eta u(x, y, \eta)}{\partial \eta^\alpha} \, d\eta, \quad 0 < \alpha < 1, \quad \alpha = 1.
\]

Many numerical approaches have been designed to solve the two-dimensional fractional sub-diffusion equation. Among them, we are particularly interested in the alternating direction implicit (ADI) schemes, which are proved to have unconditional stability and \( H^1 \) norm convergence. The ADI schemes treat a multi-dimensional problem as several independent one-dimensional problems separately and therefore have the advantage of low computational complexities.

Let \( \Delta_x = R_x/(N_1 + 1) \), \( \Delta_y = R_y/(N_2 + 1) \), \( \Delta_t = T/(M + 1) \) be the spatial and time steps with mesh point \( (x_i, y_j, t_k) = (i\Delta_x, j\Delta_y, k\Delta_t) \), for \( i = 0, 1, \ldots, N_1 \), \( j = 0, 1, \ldots, N_2 \), \( k = 0, 1, \ldots, M \). The ADI scheme given by Zhang and Sun [36] for the two-dimensional fractional sub-diffusion equation has the following matrix form

\[
[(I - T_1) \otimes (I - T_2)]u^{(m)} = \sum_{k=1}^{m-1} (a_{n-k-1} - a_{n-k}) (u^{(k)} + (T_1 \otimes T_2)u^{(k)}) + b^{(m)}, \quad m = 1, 2, \ldots, M,
\]

where \( a_j = (j + 1)^{1-\alpha} - j^{-\alpha} \), \( b^{(m)} \) is a \( N_1N_2 \)-vector containing the initial and boundary conditions, \( T_1 \) and \( T_2 \) are \( N_1 \times N_1 \) and \( N_2 \times N_2 \) tri-diagonal matrices of the form

\[
\Delta_x^\alpha \Gamma(2-\alpha) \left[ \begin{array}{cccc}
-2 & 1 & & \\
1 & -2 & \ddots & \\
& \ddots & \ddots & 1 \\
& & 1 & -2
\end{array} \right].
\]

The \( u^{(m)} \) in (3.6) is an approximation of \( u \) at time point \( m \), i.e.,

\[
u^{(m)} \approx \left[ (u(x_1, y_1, t_m), u(x_1, y_2, t_m), \ldots, u(x_1, y_{N_2}, t_m))^T, \\
\vdots, \\
(u(x_{N_1}, y_1, t_m), u(x_{N_1}, y_2, t_m), \ldots, u(x_{N_1}, y_{N_2}, t_m))^T \right].
\]

The linear system (3.6) can be solved by the time-marching method. Moreover, as \( (I - T_1) \otimes (I - T_2) = ((I - T_1) \otimes I)(I \otimes (I - T_2)) \), for \( m = 1, 2, \ldots, M \), the linear equations (3.6) (at time point \( t_m \)) can be solved with a two-step strategy:

\[
[(I - T_1) \otimes I]u^{(m)} = \sum_{k=1}^{m-1} (a_{n-k-1} - a_{n-k}) (u^{(k)} + (T_1 \otimes T_2)u^{(k)}) + b^{(m)},
\]

\[
[I \otimes (I - T_2)]u^{(m)} = v^{(m)}.
\]

Both equations of (3.7) are tri-diagonal linear systems of size \( N_1N_2 \), which can be solved efficiently with \( O(N_1N_2) \) operations, provided that the vectors on the right hand side are computed in advance. However, it needs an average of \( O(N_1N_2M) \) operations to obtain a RHS vector and the time-marching method for the system (3.6) requires an overall computational complexity of \( O(N_1N_2M^2) \). By making use of block Toeplitz structure in (3.6), the proposed method can be employed to solve the equations with a lower cost at \( O(N_1N_2M \log^2 M) \).

We remark that the approximate inversion method [22] fails to deal with this two-dimensional fractional sub-diffusion equations efficiently. Even the coefficient matrix can be diagonalized into a block diagonal matrix with \( M \times M \) blocks by using fast Fourier transforms, the structure of diagonal blocks are very complicated. Here it is no longer tensor product structure of two tri-diagonal matrices. Therefore, the two-step strategy cannot be applied to obtain the solution efficiently.

4. Numerical examples

In this section, we give three examples to illustrate the performance of the proposed method (DC-BFS) for the one-dimensional and two-dimensional fractional sub-diffusion equations. All numerical experiments are carried out on an Intel(R) Core(TM)2 2.66 GHz quad processor machine with 4 GB RAM.

**Example 1.** (See [16,22]) We consider the equation (3.1) with \( a = 0, b = 1, T = 1, \gamma = 3/4, K = 1, \) and

\[
f(x, t) = \exp(x) \left[ (1 + \gamma)t^\gamma - \frac{\Gamma(2 + \gamma)}{\Gamma(1 + 2\gamma)}t^{2\gamma} \right].
\]

The initial condition is given by \( \psi(x) = 0 \) and the boundary conditions are \( \phi_1(t) = t^{1+\gamma}, \phi_2(t) = et^{1+\gamma} \). For this equation, we have the exact solution \( u(x, t) = e^{t^{1+\gamma}} \). Fixing the spatial grid number \( N = 256 \) and setting the temporal time step \( M = 2^7, 2^8, \ldots, 2^{16} \), we solve the equation by (3.2) with the block forward substitution method (BFS) or the time-marching
method, the proposed method (DC-BFS) and the approximate inversion method (AI method) \cite{22} respectively. The accuracy and the CPU time of these three methods are compared in Table 1, in which 'Error' denotes the relative maximum error between the exact solution and the numerical solution defined by

\[
\frac{\max_{1 \leq i \leq N, 1 \leq k \leq M} | u(x_i, t_k) - \tilde{u}(x_i, t_k) |}{\max_{1 \leq i \leq N, 1 \leq k \leq M} | u(x_i, t_k) |},
\]

and 'CPU' represents the CPU time in seconds for solving the corresponding discretized system.

In the table, we can see that the DC-BFS method and the BFS method have the same accuracy, while the DC-BFS method has a higher efficiency. When the spatial grid number is equal or greater than $2^{14}$, it takes the BFS method more than 2000 seconds to solve the problem, while the DC-BFS method can be finished in about one minute. The CPU time of the AI method is the least among the three methods, but it is slightly less accurate especially when $M$ is large.

**Example 2.** In this example, we consider the equation \eqref{3.1} with a time-varying diffusion coefficient $K(t) = 1 + t^2$, $a = 0$, $b = 1$, $T = 1$, $\gamma = 3/4$, the source term

\[
f(x, t) = \exp(x) \left[ \frac{1}{2} \Gamma(2 + \gamma) t^{2\gamma} - \frac{\Gamma(4 + \gamma) t^{2\gamma}}{\Gamma(3 + 2\gamma)} \right],
\]

the boundary conditions $\phi_1(t) = t^{1+\gamma}$, $\phi_2(t) = e^{t^{1+\gamma}}$ and initial condition $\psi(x) = 0$. The exact solution of this equation is $u(x, t) = e^{t^{1+\gamma}}$. The discretized system \eqref{3.2} by Gao–Sun’s scheme can be solved by the time-marching method as well as the proposed method. However, the approximate inversion method \cite{22} cannot be applied to solve this equation with time-variant coefficients, as the discretized linear system does not have a purely block-Toeplitz structure. Here we only test the time-marching method and our proposed method DC-BFS. We fix the spatial grid number $N = 256$ and set the temporal time step $M = 2^7, 2^8, \ldots, 2^{16}$ respectively. Again, we compare the relative maximum error and the CPU time in seconds of the two methods in a table (see Table 2). We terminate the time-marching method when the computational time is more than two hours.

According to Table 2, the DC-BFS method solves the fractional sub-diffusion equation as precisely as the BFS method does. Nevertheless, due to the divide and conquer strategy, the DC-BFS method has a great improvement in efficiency. It takes more than 2 hours for the BFS method to solve the fractional sub-diffusion equation with $2^{15}$ time steps, but the DC-BFS method requires less than one minute.

**Example 3.** (See \cite{36}.) We consider the two dimensional fractional sub-diffusion problem \eqref{3.4} with the exact solution $u(x, y, t) = \sin(x) \sin(y) t^2$ in the domain $\Omega \times [0, 1/2]$ where $\Omega = [0, \pi] \times [0, \pi]$. The order of fractional derivative $\alpha = 3/4$, the forcing term is

\[
f(x, y, t) = \sin(x) \sin(y) \left( \frac{2}{\Gamma(3 - \alpha)} + 2t^2 \right).
\]
and the boundary and initial conditions are
\[
\psi(x, y, t) = u(x, y, t), \quad (x, y) \in \partial \Omega,
\]
\[
\phi(x, y) = 0, \quad (x, y) \in \Omega.
\]

We test how well the BFS method and the DC-BFS method work on this time-fractional equation. If we employ the AI method, the block diagonalization of the block \(\epsilon\)-circulant matrix with the diagonal blocks with the off-diagonal blocks, and hence the diagonal blocks of the resulting matrix are no longer tensor products of two tri-diagonal matrices. In this case, the AI method cannot be used to solve the system efficiently. Therefore, the AI method is not used in this experiment.

Table 3 shows the relative maximum error (Error) and the CPU time (CPU) of these methods for \(N_1 = 64, N_2 = 64\) and \(M = 2^9, 2^{10}, \ldots, 2^{10}\) respectively. According to our tests, the numerical solutions of (3.4) by the two methods have the same accuracy. The DC-BFS method, however, shows great advantage when \(M\) is large, due to the \(\log^2 M\) factor in its computational complexity.

5. Concluding remarks

In this paper, we have developed a fast solver for block lower triangular Toeplitz-like systems. The proposed method takes advantage of the block-Toeplitz structure in a recursive manner to solve the system efficiently. We show that the computational complexity of the proposed method is much lower at \(O(NM \log^2 M)\), compared to \(O(NM^2)\) for the time-marching method. In applications, we use the proposed method to numerically solve the fractional time-dependent partial differential equations. The numerical examples have shown that the cost of the proposed method is cheaper than the time-marching method in terms of CPU time.
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