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Summary
The finite-difference method applied to the time-fractional subdiffusion equation usually leads to a large-scale linear system with a block lower triangular Toeplitz coefficient matrix. The approximate inversion method is employed to solve this system. A sufficient condition is proved to guarantee the high accuracy of the approximate inversion method for solving the block lower triangular Toeplitz systems, which are easy to verify in practice and have a wide range of applications. The applications of this sufficient condition to several existing finite-difference schemes are investigated. Numerical experiments are presented to verify the validity of theoretical results.
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1 INTRODUCTION

In this paper, we consider the fast solving of the following time-fractional subdiffusion equation1:

\[
\begin{align*}
\frac{c}{0} D_t^\gamma u(x,t) &= \frac{d}{dx} \left(k(x) \frac{du(x,t)}{dx} \right) + f(x,t), \quad x \in (a, b), \quad t \in (0, T], \\
\ u(a, t) &= \phi_1(t), \quad u(b, t) = \phi_2(t), \quad t \in (0, T], \\
\ u(x, 0) &= \psi(x), \quad x \in [a, b],
\end{align*}
\]

(1)
where $0 < \gamma < 1$, $k(x) > 0$, $f(x, t), \phi_1(t), \phi_2(t)$, and $\psi(x)$ are known sufficiently smooth functions, and $\frac{\partial}{\partial t}D_r^\gamma u(x, t)$ is the Caputo fractional derivative of order $\gamma$ defined by

$$\frac{\partial}{\partial t}D_r^\gamma u(x, t) = \frac{1}{\Gamma(1 - \gamma)\int_0^t \frac{\partial u(x, \eta)}{\partial \eta} (t - \eta)^{-\gamma} d\eta.$$ 

The time-fractional diffusion equation has attracted considerable attention over the past 2 decades, and a variety of stable and accurate numerical methods have been developed. For instance, Langlands et al.\(^5\) investigated the time-fractional diffusion equation with constant coefficient $k(x) = \kappa$ and constructed an implicit finite difference using the $L_1$ scheme to approximate the fractional derivative. Chen et al.\(^4\) presented a Fourier method and gave the global accuracy and stability analysis of the difference scheme. Zhuang et al.\(^5\) proposed a novel unconditional stable scheme based on the numerical integration. Cui\(^6\) proposed a fourth-order compact difference scheme with fourth order in space and second order in time to solve Equation 1. More works on the numerical solution of time-fractional diffusion equations can be found in previous works\(^8-14\) and references therein. Notice that all the numerical methods mentioned above are time-marching schemes, which solve the fractional diffusion equations step by step. Due to the nonlocal property of the time-fractional derivative,\(^15\) the solutions of all previous time levels should be utilized to compute the solution in the current time step. As a consequence, the total cost of the time-marching method for solving the time-fractional diffusion equation with $n$ time steps is of $O(mn^2)$, and the storage requirement is of $O(mn)$, where $m$ refers to the spatial grid number. It is easy to see that solving the time-fractional diffusion equation by the time-marching method costs $n$ times as much as solving an integer-order diffusion equation.

Note that if the numerical solutions in all time steps are stacked in one vector, then the finite-difference discretization of Equation 1 can lead to the following block lower triangular Toeplitz (BLTT) system\(^16,17\):

$$Au = b$$

(2)

with

$$A = \begin{bmatrix} A_0 & A_1 & \cdots & A_{n-1} \\ A_1 & A_0 & \cdots & A_{n-2} \\ \vdots & \vdots & \ddots & \vdots \\ A_{n-1} & \cdots & A_1 & A_0 \end{bmatrix},$$

where $A_j \in \mathbb{C}^{m \times m}$ is a tridiagonal matrix for $j = 0, 1, 2, \ldots, n-1$, $u \in \mathbb{C}^{mn}$ is the unknown vector, and $b \in \mathbb{C}^{mn}$ is the right hand side; see Section 2 for more details. With this formation, the commonly used time-marching method is actually the block forward substitution (BFS) method.\(^18\)

We remark that there exist several other methods for dealing with the BLTT system (2). One of them is the block divide-and-conquer method,\(^15\) which is designed by making use of the BLTT structure of the coefficient matrix and the fast Fourier transform. It is an exact inversion method, and the complexity is of $O(m^2n \log n + m^3n)$ and the storage requirement is of $O(m^2n)$. Obviously, when $m$ is large, the block divide-and-conquer method is not competitive with the BFS method from both the computational cost and the storage requirement. A fast direct method,\(^16\) which combines the BFS method with the divide-and-conquer strategy, was recently proposed to solve Equation 2. The computational cost of this method is of $O(mn \log^2 n)$ and the storage requirement is of $O(mn)$.

Most recently, another type of method, named the approximate inversion method (AIM), has been proposed by Lu et al.\(^17\) to fast solve the BLTT system (2). Based on the BLTT structure, the authors approximated the coefficient matrix of Equation 2 by the block $c$-circulant matrix, which can be block-diagonalized by the Fourier matrix and diagonal matrix in $O(mn \log n)$ operations. Moreover, the resulting block diagonal matrix possesses the tridiagonal block structure. As a consequence, the total computational cost by the AIM is of $O(mn \log n)$ and the storage requirement is of $O(mn)$. In addition, a sufficient condition has been given in the work by Lu et al.\(^17\) to guarantee the invertibility of the corresponding block $c$-circulant matrix, and the error estimation of the method has been provided. Nevertheless, the sufficient condition given in the work by Lu et al.\(^17\) is not easy to verify in practice, and the range of its application is limited. In this paper, we revisit the AIM and provide a new sufficient condition, which is easier to check and can be applied to several existing numerical schemes.
It is worth mentioning that McLean\textsuperscript{20} has also proposed a fast method with $O(mn \log n)$ complexity in a completely different way to solve the time-fractional diffusion equation. In his work,\textsuperscript{20} the time-fractional diffusion equation is discretized by a piecewise-constant, discontinuous Galerkin method in time combined with a continuous, piecewise-linear finite element method in space. Following the panel clustering technique for boundary element methods,\textsuperscript{21} the author designed a fast summation algorithm to deal with the discretization equations using $O(mn \log n)$ operations in total and $O(m \log n)$ active memory locations during each time step. Nevertheless, this fast algorithm solves the solutions of $n$ time steps one by one and involves many techniques for implementation. In comparison, our method obtains the solutions of $n$ time steps all at once and can be applied more easily.

The remainder of the paper is organized as follows. Section 2 is devoted to state the finite-difference schemes for solving the fractional diffusion in Equation 1, which can lead to a common coefficient matrix structure—the BLTT structure. In Section 3, we turn to the AIM and establish a sufficient condition to guarantee the efficiency and robustness of the algorithms. The applications of the new sufficient condition to several finite-difference schemes are studied in Section 4. In Section 5, the numerical experiments are presented to illustrate the correction of our results. Finally, we give the concluding remarks in Section 6.

## 2 | FINITE-DIFFERENCE DISCRETIZATION AND THE BLTT SYSTEM

In this section, we discretize the time-fractional subdiffusion in Equation 1 by finite-difference schemes and reveal the BLTT structure of the resulting linear system.

Let $m$ and $n$ be two positive integers, and $\Delta x = (b - a)/(m + 1)$ and $\Delta t = T/n$ be the sizes of spatial grid and time step, respectively. We define the mesh points $(x_j, t_k) = (a + j\Delta x, k\Delta t)$ for $j = 0, 1, \ldots, m + 1$ and $k = 0, 1, \ldots, n$, and the corresponding approximate solutions $u_j^k \approx u(x_j, t_k)$ of Equation 1. When a certain finite-difference scheme (for example, see previous works\textsuperscript{1,6,7}) is applied to the spatial derivative of the Equation 1, one can obtain the following semi-discretized system of ordinary differential equation:

$$\begin{cases}
B^C \partial_x^\gamma \hat{u}(t) + C \hat{u}(t) = \hat{f}(t), & t \in (0, T],
\end{cases}
\quad (3)
$$

where $B$ is usually a real matrix with its numerical range lying in the open right half-plane, $C$ is generally a real symmetric positive definite matrix, $\hat{u}(t) = [u(x_1, t), u(x_2, t), \ldots, u(x_m, t)]^T$, and $\hat{f}(t) \in \mathbb{R}^m$ consists of the vector $[f(x_1, t), f(x_2, t), \ldots, f(x_m, t)]^T$ and boundary conditions.

For the temporal fractional derivative $\partial_x^\gamma \hat{u}(x, t)$, the popularly used finite-difference formula is the $L_1$ approximation\textsuperscript{1,7} as follows:

$$c^\gamma \partial_x^\gamma u(x_i, t_k) = \sum_{j=0}^{k-1} p_j u_i^{(k-j)} + O(\Delta t^{2-\gamma}),
\quad (4)
$$

where $p_j$ are the coefficients for $j = 0, 1, 2, \ldots$. Let $u = [u^1, u^2, \ldots, u^n]^T$. By substituting Equation 4 into the semi-discretized ordinary differential equation system (3) and omitting the small term, we can obtain the following finite-difference scheme in matrix form:

$$\begin{cases}
A_0 u^1 = b^1,
A_0 u^k + \sum_{j=1}^{k-1} A_{kj} u^j = b^k, & k = 2, 3, \ldots, n,
\end{cases}
\quad (5)
$$

where

$$A_j = p_j B + q_j C, \quad \text{for} \quad j = 0, 1, \ldots, n - 1,
\quad (6)
$$

$b = \hat{f}(t_k) \in \mathbb{R}^m$, and $p_k$ and $q_k$ are some real numbers; see Sections 3 and 4 for the properties of $p_k$ and $q_k$.

If we stack all $u^k$ for $k = 1, 2, \ldots, n$ in one vector, then the iteration scheme (5) can be further rewritten as a large linear system, as follows:

$$Au = b,
\quad (7)$$
in which $A$ is a BLTT matrix of the following form:

$$
A = \begin{bmatrix}
A_0 & A_1 & \cdots & A_0 \\
A_1 & A_0 & \cdots & A_1 \\
\vdots & \vdots & \ddots & \vdots \\
A_{n-1} & A_{n-2} & \cdots & A_1
\end{bmatrix}, \quad u = \begin{bmatrix}
u^1 \\
u^2 \\
\vdots \\
u^n
\end{bmatrix}, \quad b = \begin{bmatrix}b^1 \\
b^2 \\
\vdots \\
b^n
\end{bmatrix}.
$$

(8)

We remark that applying other finite-difference scheme to the temporal fractional derivative and carrying out in a similar way as above can also lead to the BLTT linear system (7). By solving the system (7), we obtain the numerical solution of Equation 1. In the next section, we focus on fast solving Equation 7 by the AIM.

3 | DISCUSSION ON THE AIM

In this section, we first give a review of the AIM recently developed by Lu et al.\textsuperscript{17} and then provide a new sufficient condition for it to guarantee the stability and high accuracy of solving the BLTT systems (7).

3.1 | The AIM

Let the matrix $A$ in Equation 8 be approximated by

$$
A_{\epsilon} \equiv \begin{bmatrix}
A_0 & \epsilon A_{n-1} & \cdots & \epsilon A_2 & \epsilon A_1 \\
A_1 & A_0 & \cdots & \epsilon A_2 & \vdots \\
\vdots & A_1 & A_0 & \cdots & \vdots \\
A_{n-2} & \cdots & \cdots & A_1 & \epsilon A_{n-1} \\
A_{n-1} & A_{n-2} & \cdots & A_1 & A_0
\end{bmatrix}
$$

with $\epsilon > 0$, which is a block $\epsilon$-circulant matrix and can be block-diagonalized (see previous works\textsuperscript{17,19} as

$$
A_{\epsilon} = \left( [D_\delta^{-1}F_n] \otimes I_m \right) \text{diag}(\Lambda_0, \Lambda_1, \ldots, \Lambda_{n-1}) \left((F_nD_\delta) \otimes I_m \right).
$$

(10)

Here, the symbol \( \otimes \) is the Kronecker tensor product, $D_\delta = \text{diag}(1, \delta, \ldots, \delta^{n-1})$ with $\delta = \sqrt{\epsilon}$ is a diagonal matrix, and $F_n$ is the $n$-by-$n$ Fourier matrix given by

$$
F_n = \frac{1}{\sqrt{n}} \left[ e^{i(j-1)(j-1)} \right]_{i,j=1}^n, \quad \omega = \exp\left( \frac{2\pi i}{n} \right), \quad i \equiv \sqrt{-1},
$$

and the diagonal blocks $\Lambda_k$, $k = 0, 1, \ldots, n - 1$, are $m \times m$ matrices and satisfy the following:

$$
\begin{bmatrix}
\Lambda_0 \\
\Lambda_1 \\
\vdots \\
\Lambda_{n-1}
\end{bmatrix} = \begin{bmatrix}
\sqrt{n}(F_nD_\delta) \otimes I_m \\
\hline
A_0 \\
A_1 \\
\vdots \\
A_{n-1}
\end{bmatrix}.
$$

(11)

From Equation 10, we immediately have

$$
A_{\epsilon}^{-1} = \left( [D_\delta^{-1}F_n] \otimes I_m \right) \text{diag}(\Lambda_0^{-1}, \Lambda_1^{-1}, \ldots, \Lambda_{n-1}^{-1}) \left((F_nD_\delta) \otimes I_m \right),
$$

(12)

provided that $\Lambda_k$ for $k = 0, 1, \ldots, n - 1$ are invertible. The expression (12) implies that $A_{\epsilon}^{-1}$ is also a block $\epsilon$-circulant matrix. Then, replacing the coefficient matrix of Equation 7 by the block $\epsilon$-circulant matrix gives the approximate solution as follows:

$$
u = A_{\epsilon}^{-1}b \approx A_{\epsilon}^{-1}b \equiv u_{\epsilon}.
$$

(13)

By Equations 12 and 13, we see that the AIM can be implemented easily by fast Fourier transforms, and the computational complexity is of $O(mn \log n)$. Lu et al.\textsuperscript{17} also considered the the invertibility of $A_{\epsilon}$ and the error estimation for the AIM. However, the conditions provided by Lu et al.\textsuperscript{17} are usually difficult to check, and the range of application is limited. In the next subsection, we will provide a new sufficient condition, which is easier to check and has a wider range of applications.

3.2 | A sufficient condition

In order to discuss the sufficient condition for guaranteeing the invertibility of $A_{\epsilon}$ and the approximation accuracy of the AIM, we need the following definitions.
Definition 1. (see work by Horn et al.\textsuperscript{22})

Let $B = [b_{i,j}]_{m \times m}$ be an $m \times m$ complex matrix. The numerical range of $B$ is defined as follows:

$$W(B) \equiv \{ w^* B w : \|w\|_2 = 1, w \in \mathbb{C}^m \},$$

where $\| \cdot \|$ denotes the 2-norm.

Definition 2. (see work by Bini et al.\textsuperscript{19})

The Wiener algebra is denoted by the set $\mathcal{W}$ of matrix power series $\Theta(z) = \sum_{j=0}^{\infty} A_j z^j$ with $z \in \mathbb{C}$ such that

$$\sum_{j=0}^{\infty} |A_j| < \infty,$$

where $|A_j|$ is a matrix whose elements are absolute values of elements of $A_j$.

Following the work by Lu et al.,\textsuperscript{17} we call $\Theta(z) = \sum_{j=0}^{\infty} A_j z^j$ the associate matrix power series of the BLTT matrix $A$ in Equation 8. The link between $\Theta(z)$ and $A$ is defined by the following:

$$A = \begin{bmatrix} A_0 & A_1 & \cdots & A_{n-1} \\ A_1 & A_0 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ A_{n-1} & \cdots & \cdots & A_0 \end{bmatrix} = T_n[\Theta(z)] = T_n \left[ \sum_{j=0}^{n-1} A_j z^j \right] = T_n \left[ \sum_{j=0}^{n-1} A_j z^j \right]. \quad (14)$$

It was shown by Lu et al.\textsuperscript{17} that the nonsingularity of the matrix polynomial $\Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j$ with $[\Theta_n(z)]^{-1} \in \mathcal{W}$ can guarantee the invertibility of $A_n$, and the accuracy of the AIM. Notice that a matrix polynomial is a special matrix power series with all $A_j = 0$ for $j \geq n$. The theorem below gives the necessary and sufficient condition for the nonsingularity of $\Theta_n(z)$ with $[\Theta_n(z)]^{-1} \in \mathcal{W}$.

Theorem 1. (see theorem 3.2 in the work by Bini et al.\textsuperscript{19})

Suppose that the matrix power series $\Theta(z) \in \mathcal{W}$. Then, $\Theta(z)$ is invertible with $[\Theta(z)]^{-1} \in \mathcal{W}$ if and only if $\det(\Theta(z)) \neq 0$ for $|z| \leq 1$.

Unfortunately, this theorem is not easy to verify in practice. Next, we provide a sufficient condition such that $\Theta_n(z)$ is nonsingular with $[\Theta_n(z)]^{-1} \in \mathcal{W}$. We start with the following lemma.

Lemma 1. (see work by Horn et al.\textsuperscript{22})

The eigenvalues of a matrix $A \in \mathbb{C}^{m \times m}$ lie inside its numerical range, that is,

$$\sigma(A) \subseteq W(A),$$

where $\sigma(A)$ denotes the spectrum of $A$.

Based on Lemma 1, we can prove the following main theorem.

Theorem 2. Suppose that all the coefficient matrices $A_j \in \mathbb{R}^{m \times m}$ in Equation 14 have the following structure:

$$A_j = p_j B + q_j C, \quad j = 0, 1, \ldots, n - 1, \quad (15)$$

and satisfy the following conditions:

1. $p_0 > 0 > p_j$ with $j \geq 1$, $\sum_{j=0}^{n-1} p_j > 0$, and $q_0 \geq 0 = q_j$ with $j \geq 1$;
2. $C$ is a real symmetric positive definite matrix, and the numerical range of the real matrix $B$ is located in the right half-plane, that is,

$$W(B) \subseteq \{ z : \text{Re}(z) > 0, z \in \mathbb{C} \}. \quad (16)$$

Then, the matrix polynomial $\Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j$ is invertible with $[\Theta_n(z)]^{-1} \in \mathcal{W}$.

Proof. Let $w \in \mathbb{C}^m$ with $\|w\|_2 = 1$. According to the conditions above, we obtain the following:

$$|w^* A_0 w| = |p_0 w^* B w + q_0 w^* C w| \geq p_0 |w^* B w| > \sum_{j=1}^{n-1} |p_j| |w^* B w|.$$ \quad (17)
Then, for any unit vector $\mathbf{w} \in \mathbb{C}^m$ and $|z| \leq 1$, we have
\[
|\mathbf{w}^* \left( \sum_{j=1}^{n-1} A_j z^j \right) \mathbf{w}| = |\sum_{j=1}^{n-1} p_j z^j \mathbf{w}^* \mathbf{w} B| \\
\leq \sum_{j=1}^{n-1} |p_j| |\mathbf{w}^* \mathbf{B} \mathbf{w}| \\
< |\mathbf{w}^* A_0 \mathbf{w}| ,
\]
where the last inequality follows from Equation 17. Consequently,
\[
\mathbf{w}^* \Theta_n(z) \mathbf{w} = \mathbf{w}^* A_0 \mathbf{w} + \mathbf{w}^* \left( \sum_{j=1}^{n-1} A_j z^j \right) \mathbf{w} \neq 0.
\]
By Lemma 1, we derive that all the eigenvalues of $\Theta_n(z)$ are not equal to zero for $|z| \leq 1$, which means that $\Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j$ is nonsingular for $|z| \leq 1$. Therefore, the results of the theorem are obtained from Theorem 1. \qed

According to the above theorem and Lu et al.'s\textsuperscript{17} theorem 7 and corollary 8, we immediately obtain that the matrix $A_\epsilon$ is nonsingular and the high accuracy of the AIM is guaranteed if the conditions of Theorem 2 hold. Moreover, precisely, we have the following results.

**Theorem 3.** Let $A = T_{\epsilon_n}[\Theta_n(z)]$ with $\Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j$. Assume that $A_j$ satisfy the conditions of Theorem 2. Then, we have the following:

1. The block $\epsilon$-circulant matrix $A_\epsilon$ defined by Equation 9 is nonsingular for $0 < \epsilon < 1$;
2. \[
\frac{\|A_\epsilon^{-1} - A_1^{-1}\|_\infty}{\|A_1^{-1}\|_\infty} \leq 1 + (1 + \epsilon) \frac{\|M_1\|_\infty}{\|M_0\|_\infty} \epsilon = O(\epsilon);
\]
3. \[
\frac{\|u_\epsilon - u\|_\infty}{\|u\|_\infty} \leq \epsilon \left( 1 + (1 + \epsilon) \frac{\|M_1\|_\infty}{\|M_0\|_\infty} \right)^{\kappa(A)}
\]
where $M_0 = \sum_{j=0}^{n-1} B_j$ and $M_1 = \sum_{j=m}^{\infty} B_j$ with $[\Theta_n(z)]^{-1} = \sum_{j=0}^{n-1} B_j z^j \in \mathcal{W}$, and $\kappa(A) = \left\|A^{-1}\right\|_\infty \|A\|_\infty$ is the condition number of $A$.

## 4 APPLICATIONS FOR SEVERAL FINITE-DIFFERENCE SCHEMES

In this section, the finite-difference schemes proposed by Gao et al.\textsuperscript{7} and Zhao et al.\textsuperscript{1} are investigated. We show that the sufficient conditions given in Theorem 2 are suitable for the BLTT matrices resulting from these finite-difference schemes, and then, the AIM can be employed to solve the corresponding BLTT systems efficiently.

### 4.1 Gao–Sun’s scheme

Gao et al.\textsuperscript{7} proposed a compact finite-difference scheme with fourth order in space and $(2 - \gamma)$th order in time to discretize the time-fractional subdiffusion Equation 1 with constant diffusion coefficient $k(x) = k > 0$. The resulting linear systems can be rewritten into a BLTT system (7), and the blocks of the coefficient matrix have the following structure:
\[
A_0 = \Delta x^2 a_0^{(1-\gamma)} Q + 12 \rho P, \quad A_j = \Delta x^2 \left( a_j^{(1-\gamma)} - a_{j-1}^{(1-\gamma)} \right) Q, \quad 1 \leq j \leq n - 1,
\]
where
\[
P = \begin{bmatrix}
2 & -1 & \cdots & -1 \\
-1 & 2 & \cdots & -1 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & 2 & \cdots & 2
\end{bmatrix} \in \mathbb{R}^{m \times m}, \quad Q = \begin{bmatrix}
10 & 1 & \cdots & 1 \\
1 & 10 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 10 & \cdots & 1
\end{bmatrix} \in \mathbb{R}^{m \times m},
\]
\[
\rho = k \Delta t^\gamma \Gamma(2 - \gamma) > 0, \text{ and } a_j^{(\gamma)} = (j + 1)^\gamma - j^\gamma \text{ for } j = 0, 1, \ldots; \text{ see work by Gao et al.}^{7} \text{ for more details of discretization.}
\]

The coefficients $a_j^{(\gamma)}$ has the following proposition.
**Lemma 2.** (see work by Zhuang et al.\(^5\) and Gao et al.\(^7\))

Let \(0 < \gamma < 1\), \(a_j^{(r)} = (j + 1)^r - j^r\), \(j = 0, 1, \ldots\). Then, \(1 = a_0^{(r)} > a_1^{(r)} > a_2^{(r)} > \cdots > a_j^{(r)} \to 0\) as \(j \to +\infty\).

In Gao–Sun’s scheme, the matrices \(Q\) and \(P\) are corresponding to \(B\) and \(C\) in Equation 15, respectively, which are both real symmetric positive definite matrices. In addition, the coefficients are as follows:

\[
p_0 = \Delta x^2 a_0^{(1-\gamma)} > 0 > p_j = \Delta x^2 \left( a_j^{(1-\gamma)} - a_{j-1}^{(1-\gamma)} \right), \quad j \geq 1; \\
\sum_{j=0}^{n-1} p_j = \Delta x^2 a_{n-1}^{(1-\gamma)} > 0; \\
q_0 = 12\rho > 0 = q_j, \quad j \geq 1.
\]

Thus, the BLTT matrix resulting from Gao–Sun’s scheme satisfies the conditions of Theorem 2.

### 4.2 Zhao–Xu’s scheme

Zhao et al.\(^1\) proposed a compact finite-difference scheme with a convergence order of \(O(\Delta t^{2-\gamma} + \Delta x^4)\) for solving the time-fractional subdiffusion Equation 1 with the variable diffusion coefficient \(k(x)\). The blocks of the BLTT matrix resulting from Zhao–Xu’s scheme have the following structures:

\[
A_0 = a_0^{(1-\gamma)} \Delta x^2 (2Q + \Delta xR) + 24\zeta S, 
\]

and

\[
A_j = \Delta x^2 \left( a_j^{(1-\gamma)} - a_{j-1}^{(1-\gamma)} \right) (2Q + \Delta xR), \quad 1 \leq j \leq n - 1, 
\]

where \(\zeta = \Delta t^\gamma \Gamma(2 - \gamma) > 0\), the matrix \(Q\) is the same as that in Equation 19,

\[
R = \begin{bmatrix}
0 & -\left( \frac{k'}{k} \right)_2 \\
\left( \frac{k'}{k} \right)_1 & 0 & \ddots \\
\ddots & \ddots & \ddots & \ddots \\
\left( \frac{k'}{k} \right)_{m-1} & 0 & \ddots & 0
\end{bmatrix} \in \mathbb{R}^{m \times m},
\]

and

\[
S = \begin{bmatrix}
\varphi_{1+\frac{1}{2}} + \varphi_{1-\frac{1}{2}} & -\varphi_{1+\frac{1}{2}} & \ddots & \ddots \\
-\varphi_{1+\frac{1}{2}} & \varphi_{2+\frac{1}{2}} + \varphi_{2-\frac{1}{2}} & \ddots & \ddots \\
\ddots & \ddots & \ddots & \ddots \\
-\varphi_{(m-1)+\frac{1}{2}} & \varphi_{m+\frac{1}{2}} + \varphi_{m-\frac{1}{2}} & \ddots & \ddots \\
-\varphi_{(m-1)+\frac{1}{2}} & \varphi_{m+\frac{1}{2}} + \varphi_{m-\frac{1}{2}} & \ddots & \ddots \\
\end{bmatrix} \in \mathbb{R}^{m \times m},
\]

in which \( \left( \frac{k'}{k} \right)_j = \frac{k'(x_j)}{k(x_j)} \) with \( \left( \frac{k'(x)}{k(x)} \right)' \leq c_2 \), \( \varphi_i = \varphi(x_i) \) with \( c_1 \leq \varphi(x) = k(x) - \frac{\Delta x^2}{12} \left( \frac{k'(x)^2}{k(x)} - \frac{1}{2} k''(x) \right) \leq c_2 \), and \( c_1, c_2 \) are two positive constants; see the work by Zhao et al.\(^1\) for more details of discretization.

In this scheme, the matrices \(2Q + \Delta xR\) and \(S\) are corresponding to \(B\) and \(C\) in Equation 15, respectively. Because the coefficients \(a_j^{(1-\gamma)}\) have the properties as that in Lemma 2, we have

\[
p_0 = \Delta x^2 a_0^{(1-\gamma)} > 0 > p_j = \Delta x^2 \left( a_j^{(1-\gamma)} - a_{j-1}^{(1-\gamma)} \right), \quad j \geq 1; \\
\sum_{j=0}^{n-1} p_j = \Delta x^2 a_{n-1}^{(1-\gamma)} > 0; \\
q_0 = 24\zeta > 0 = q_j, \quad j \geq 1.
\]
Next, we verify that $S$ is a positive definite matrix, and the numerical range of $2Q + \Delta x R$ lies in the right half-plane. Noticing that $0 < c_1 \leq \varphi(x) \leq c_2$, for any vector $w = [w_1, w_2, \ldots, w_m]^T \in \mathbb{C}^m$ with $w_j$ being not a constant, we have

$$w^*Sw = \sum_{j=1}^{m} \left( \varphi_{j+\frac{1}{2}} + \varphi_{j-\frac{1}{2}} \right) |w_j|^2 - 2 \sum_{j=1}^{m-1} \varphi_{j+\frac{1}{2}} \mathrm{Re}(\bar{w}_j w_{j+1})$$

$$= \sum_{j=1}^{m} \varphi_{j+\frac{1}{2}} |w_j|^2 - 2 \sum_{j=1}^{m-1} \varphi_{j+\frac{1}{2}} \mathrm{Re}(\bar{w}_j w_{j+1}) + \sum_{j=0}^{m-1} \varphi_{j+\frac{1}{2}} |w_{j+1}|^2$$

$$\geq \sum_{j=1}^{m} \varphi_{j+\frac{1}{2}} \left(|w_j| - |w_{j+1}|\right)^2$$

$$\geq c_1 \sum_{j=1}^{m-1} \left(|w_j| - |w_{j+1}|\right)^2 > 0.$$ 

If $w = w[1, 1, \ldots, 1]^T \in \mathbb{C}^m$ with $w \neq 0$, then we have

$$w^*Sw = w \left( \varphi_{1-\frac{1}{2}} + \varphi_{m+\frac{1}{2}} \right) > 0.$$ 

Therefore, the matrix $S$ is a positive definite matrix.

On the other hand, for all unit vectors $w = [w_1, w_2, \ldots, w_m]^T \in \mathbb{C}^m$, noticing that

$$\left| \left( \frac{k'(x)}{k(x)} \right) \right| \leq c_2,$$

we obtain that

$$\mathrm{Re}(w^*(2Q + \Delta x R)w) = 2\mathrm{Re}(w^*Qw) - \Delta x \mathrm{Re} \left( \sum_{j=2}^{m} \left( \frac{k'}{k} \right)_{j} w_j w_{j-1} - \sum_{j=1}^{m-1} \left( \frac{k'}{k} \right)_{j} w_j w_{j+1} \right)$$

$$= 2\mathrm{Re}(w^*Qw) - \Delta x \left( \sum_{j=1}^{m-1} \left( \frac{k'}{k} \right)^*_{j+1} - \left( \frac{k'}{k} \right)_{j} \right) \mathrm{Re}(\bar{w}_j w_{j+1})$$

$$= 2\mathrm{Re}(w^*Qw) - \Delta x^2 \left( \sum_{j=1}^{m-1} \left( \frac{k'}{k} \right)^*_{j+1} \left( \theta_j \right) \mathrm{Re}(\bar{w}_j w_{j+1}) \right)$$

$$\geq 2\mathrm{Re}(w^*Qw) - \Delta x^2 \left( \sum_{j=1}^{m-1} \left( \frac{k'}{k} \right)^*_{j+1} \left( \theta_j \right) \left| \mathrm{Re}(\bar{w}_j w_{j+1}) \right| \right)$$

$$\geq 16 \left\| w \right\|_2^2 - \Delta x^2 c_2 \left\| w \right\|_2^2$$

$$= 16 - \Delta x^2 c_2 > 0,$$

provided that $\Delta x < \frac{4}{\sqrt{c_2}}$, where $\theta_j \in [\xi_j, \xi_{j+1}]$ for $j = 1, 2, \ldots, m - 1$. As a result, when $\Delta x$ is sufficiently small, we have

$$W(2Q + \Delta x R) \subseteq \{ z : \mathrm{Re}(z) > 0, \ z \in \mathbb{C} \}.$$ 

Hence, the BLTT matrix arising from Zhao–Xu’s scheme also satisfies the conditions of Theorem 2.

In view of the properties of matrices $A_j$ in both Gao–Sun’s scheme and Zhao–Xu’s scheme, we immediately obtain that all the results of Theorem 3 hold for the BLTT matrices produced by the two finite-difference schemes above. Therefore, the fast approximate inversion method given in Section 1 can work very well for the corresponding BLTT systems. Some remarks are given as follows.

Remark 1. (a) For Gao–Sun’s scheme, it requires the condition $\Delta x^2 \leq 12k_0\Gamma(1 - \gamma)(T - \Delta t)^\gamma$ in the work by Lu et al.\textsuperscript{17} for the invertibility of $\Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j$ in the Wiener algebra $\mathcal{W}$. However, here, we do not need any condition for $\Delta x$ to guarantee the invertibility of $\Theta_n(z)$ in $\mathcal{W}$. (b) For Zhao–Xu’s scheme, the spatial step $\Delta x$ should satisfy
the condition \( \Delta x < \frac{4}{\sqrt{\epsilon}} \) in order to guarantee the invertibility of \( \Theta_n(z) = \sum_{j=0}^{n-1} A_j z^j \) in \( \mathcal{W} \). We note that this condition is weak and can be easily satisfied in practice.

## 5 | NUMERICAL EXPERIMENTS

In this section, we employ the AIM presented in Section 3 to solve the linear system (7). In all numerical tests, we choose \( \epsilon = 0.5 \times 10^{-8} \) for AIM, which is the same as that in the work by Lu et al.\(^{17} \) All numerical experiments are tested by running MATLAB R2010a on a PC with the following configuration: Intel(R) Core(TM) CPU i7-2600 3.40 GHz and 16 GB of memory.

In the following tables, “\( E_\infty(\Delta t, \Delta x) \)” denotes the maximum norm error of the numerical solution at the last time step, that is,

\[
E_\infty(\Delta t, \Delta x) = \max_{0 \leq j \leq n+1} \left| u(x_j, t_n) - u^n_j \right|,
\]

where \( u(x_j, t_n) \) represents the exact solution at the grid point \( (x_j, t_n) \), and \( u^n_j \) is the numerical solution with the mesh step sizes \( \Delta x \) and \( \Delta t \). The symbol “Order” stands for the convergence order, which is equal to \( \log_2 \frac{E_\infty(\Delta t, \Delta x)}{E_\infty(\Delta t/2, \Delta x)} \) for the temporal direction or \( \log_2 \frac{E_\infty(\Delta t, \Delta x)}{E_\infty(\Delta t, \Delta x/2)} \) for the spatial direction, respectively. The column “CPU” displays the total CPU time with unit second for solving the corresponding linear systems.

### Example 1.

(see works by Chen et al.,\(^{4} \) Cui,\(^{6} \) and Gao et al.\(^{7} \))

Consider the following fractional subdiffusion equation with constant coefficient:

\[
\begin{align*}
\frac{\partial^{(\gamma)}}{\partial x^{\gamma}} u(x, t) &= \frac{\partial^2 u(x,t)}{\partial x^2} + f(x, t), \quad x \in (0, 1), \; t \in (0, 1], \\
u(0, t) &= 0, \quad x \in [0, 1], \\
u(t, 0) &= t^{1+\gamma}, \quad u(t, 1) = \epsilon t^{1+\gamma}, \quad t \in (0, 1], \\
u(x, 0) &= 0, \quad x \in [0, 1],
\end{align*}
\]

where \( f(x, t) = e^{[\Gamma(2 + \gamma) t - t^{1+\gamma}]} \). The exact solution is \( u(x, t) = e^{t^{1+\gamma}} \).

We discretize this equation by Gao–Sun’s scheme and obtain the BLTT system (7) with blocks of the coefficient matrix given by Equations 18 and 19. For highlighting the accuracy and efficiency of our method, we also apply the block forward substitution method (BFSM) to solve the resulting system. Following the work of Gao et al.,\(^{7} \) we first fix the spatial grid number \( m + 1 = 200 \) sufficiently large and let the time grid number \( n \) vary from 400 to 1600, and then fix the time grid number \( n = 200 \), 000 large enough and vary the spatial grid number \( m + 1 \) from 4 to 16.

The maximum norm error of the solution at time \( t = 1 \), the convergence order, and the CPU time consumed by the methods AIM and BFSM for solving the resulting BLTT linear systems are reported in Tables 1 and 2.

### TABLE 1 Comparison of errors and CPU times in seconds by the AIM and BFSM in temporal direction for Example 1 when \( m + 1 = 200 \)

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( n )</th>
<th>( E_\infty(\Delta t, \Delta x) )</th>
<th>AIM Order</th>
<th>CPU</th>
<th>BFSM Order</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/5</td>
<td>400</td>
<td>8.738E−5</td>
<td>–</td>
<td>0.084</td>
<td>8.739E−5</td>
<td>–</td>
</tr>
<tr>
<td>4/5</td>
<td>800</td>
<td>3.803E−5</td>
<td>1.200</td>
<td>0.183</td>
<td>3.804E−5</td>
<td>1.200</td>
</tr>
<tr>
<td>4/5</td>
<td>1600</td>
<td>1.635E−5</td>
<td>1.218</td>
<td>0.377</td>
<td>1.656E−5</td>
<td>1.200</td>
</tr>
</tbody>
</table>

Note: AIM = approximate inversion method.

### TABLE 2 Comparison of errors and CPU times in seconds by the AIM and BFSM in spatial direction for Example 1 when \( n = 200,000 \)

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( m + 1 )</th>
<th>( E_\infty(\Delta t, \Delta x) )</th>
<th>AIM Order</th>
<th>CPU</th>
<th>BFSM Order</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>4</td>
<td>2.998E−6</td>
<td>–</td>
<td>0.920</td>
<td>2.992E−6</td>
<td>–</td>
</tr>
<tr>
<td>1/2</td>
<td>8</td>
<td>1.831E−7</td>
<td>4.029</td>
<td>1.935</td>
<td>1.869E−7</td>
<td>4.001</td>
</tr>
<tr>
<td>1/2</td>
<td>16</td>
<td>1.136E−8</td>
<td>4.011</td>
<td>3.977</td>
<td>1.139E−8</td>
<td>4.036</td>
</tr>
</tbody>
</table>

Note: AIM = approximate inversion method.
It is clearly seen that the consumed CPU time by the AIM is much less than that by the BFSM. Moreover, the AIM can preserve the same convergence order as that by the BFSM either in temporal direction or in spatial direction, which demonstrates the efficiency of the proposed method. Especially, for the case \( n = 200,000 \) and \( m + 1 = 16 \), the AIM spends less than 4 s of CPU time, whereas the BFSM needs almost 3 hrs. These brilliant performances illustrate the great competitiveness of our proposed method.

**Example 2.** (see the work of Zhao et al.\(^1\))

In this example, we consider the following fractional subdiffusion equation with variable coefficient:

\[
\begin{align*}
\frac{C}{\Gamma(\alpha)} D_{\alpha}^\gamma u(x, t) &= \frac{\partial}{\partial x} \left( (x^2 + 1) \frac{\partial u(x, t)}{\partial x} \right) + f(x, t), \quad x \in (0, 1), \quad t \in (0, 1], \\
0 \leq \gamma \leq 1, \\
0 \leq m \leq 16, \\
\end{align*}
\]

where \( f(x, t) = \left[ \frac{\Gamma(1/\gamma)}{\Gamma(3/\gamma)} t^{3/\gamma} + \frac{2\pi^3}{\Gamma(3)} \right] \sin(\pi x) - 2\pi xt^3 \cos(\pi x) \). The exact solution is \( u(x, t) = t^3 \sin(\pi x) \).

Discretization of this equation by Zhao–Xu’s scheme leads to the BLTT system (7), the blocks of whose coefficient matrix have the structures as in Equations 20 and 21. As done in Example 1, we first fix the spatial grid number \( m + 1 \) sufficiently large and vary the time grid number \( n \), and then fix the time grid number \( n \) large enough and change the spatial grid number \( m + 1 \). Tables 3 and 4 present the numerical results for a variety of \( \gamma \). Note that the method proposed by Ke et al.,\(^1\) which combines the BFS method with the divide-and-conquer strategy, can also be used to solve the BLTT linear system.

**TABLE 3** Comparison of errors and CPU times in seconds by the AIM, BFSM, and DC-BFS method in temporal direction for Example 2 when \( m + 1 = 200 \)

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( m + 1 )</th>
<th>AIM Order</th>
<th>CPU</th>
<th>BFSM Order</th>
<th>CPU</th>
<th>DC-BFS Order</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>1.026E–3</td>
<td>–</td>
<td>1.490</td>
<td>1.026E–3</td>
<td>–</td>
<td>2,359.820</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.22E–6</td>
<td>5.995</td>
<td>4.22E–6</td>
<td>3.986</td>
<td>11,030.314</td>
<td>4.22E–6</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>1.013E–3</td>
<td>–</td>
<td>1.475</td>
<td>1.013E–3</td>
<td>–</td>
<td>2,344.101</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.16E–6</td>
<td>3.984</td>
<td>5.822</td>
<td>4.16E–6</td>
<td>3.984</td>
<td>10,830.941</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>9.97E–4</td>
<td>–</td>
<td>1.496</td>
<td>9.97E–4</td>
<td>–</td>
<td>2,351.658</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.104E–6</td>
<td>3.978</td>
<td>5.860</td>
<td>4.103E–6</td>
<td>3.979</td>
<td>10,761.447</td>
</tr>
</tbody>
</table>

**Note.** AIM = approximate inversion method.

**TABLE 4** Comparison of errors and CPU times in seconds by the AIM, BFSM, and DC-BFS method in spatial direction for Example 2 when \( n = 200,000 \)

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( m + 1 )</th>
<th>AIM Order</th>
<th>CPU</th>
<th>BFSM Order</th>
<th>CPU</th>
<th>DC-BFS Order</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>1.026E–3</td>
<td>–</td>
<td>1.490</td>
<td>1.026E–3</td>
<td>–</td>
<td>2,359.820</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.22E–6</td>
<td>5.995</td>
<td>4.22E–6</td>
<td>3.986</td>
<td>11,030.314</td>
<td>4.22E–6</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>1.013E–3</td>
<td>–</td>
<td>1.475</td>
<td>1.013E–3</td>
<td>–</td>
<td>2,344.101</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.16E–6</td>
<td>3.984</td>
<td>5.822</td>
<td>4.16E–6</td>
<td>3.984</td>
<td>10,830.941</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>4</td>
<td>9.97E–4</td>
<td>–</td>
<td>1.496</td>
<td>9.97E–4</td>
<td>–</td>
<td>2,351.658</td>
</tr>
<tr>
<td>( \frac{1}{3} )</td>
<td>16</td>
<td>4.104E–6</td>
<td>3.978</td>
<td>5.860</td>
<td>4.103E–6</td>
<td>3.979</td>
<td>10,761.447</td>
</tr>
</tbody>
</table>

**Note.** AIM = approximate inversion method.
The cost of this method is typically $O(mn \log^2 n)$ flops. For the purpose of comparison, we also perform this method to the resulting linear system. The numerical results are also listed in Tables 3 and 4, where the method is denoted by “DC-BFS”.

From Tables 3 and 4, we once again observe that the AIM solves the fractional subdiffusion equation as precisely as the two methods BFSM and DC-BFS do. Moreover, the AIM still shows a great advantage in the elapsed CPU times, even compared with the fast method DC-BFS. This advantage is rather significant especially when the time grid number $n$ is large.

6 CONCLUDING REMARKS

The finite-difference approximation to the fractional subdiffusion in Equation 1 usually leads to the linear system with the BLTT coefficient matrix. A fast AIM was presented by Lu et al.\(^{17}\) to solve the resulting linear system. In addition, a sufficient condition for guaranteeing the invertibility of the corresponding block $\epsilon$-circulant matrix was discussed, and the error estimation of the method was considered. However, the condition used by Lu et al.\(^{17}\) is generally not easy to check. Based on the necessary and sufficient condition of the invertibility of the associate matrix power series of the BLTT coefficient matrix, in the present work, we provide a new sufficient condition for the BLTT coefficient matrix to ensure the invertibility of the block $\epsilon$-circulant matrix and the high accuracy of the method. Compared with the condition in the work by Lu et al.,\(^{17}\) the new sufficient condition is easier to verify in practice and has a wider range of applications. Two existing finite-difference schemes, which are used to deal with the constant diffusion coefficient case and variable diffusion coefficient case, are investigated carefully. Numerical experiments are displayed to exemplify our results.

We note that the AIM is an approximation method and seems to be a lossy method. Nevertheless, the accuracy of the method is shown to be $O(\epsilon)$ with $0 < \epsilon < 1$; see Theorem 3. Numerically, the value of $\epsilon$ can be chosen as half of the roundoff error, for example, $\epsilon = 0.5 \times 10^{-8}$, which is enough for many applications. In this view point, the AIM can be regarded as a rough lossless method. Furthermore, higher accuracy (almost to the machine accuracy) can be achieved by performing the AIM with several different values of $\epsilon$ and then taking a linear convex combination of these solutions; see the work of Bini et al.\(^{23}\) for more details. We point out that the AIM can also be applied to the multidimensional version of Equation 1. In fact, a recent paper\(^{24}\) has extended the AIM, combined with the multigrid method, to efficiently solve the two-dimensional fractional diffusion equation. Finally, we remark that the AIM here cannot be extended directly to the time-dependent diffusion coefficient case, that is, $k = k(x, t)$, because the resulting matrix $A$ in this situation will not be in the format of Equation 8. For the time-dependent diffusion coefficient case, one could employ the method proposed by Ke et al.,\(^{16}\) whose complexity is of $O(mn \log^2 n)$ operations and the storage requirement is of $O(mn)$.
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