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This study concerns the asymptotic stability of an eikonal, or ray, transformation based 
Peaceman–Rachford splitting method for solving the paraxial Helmholtz equation with 
high wave numbers. Arbitrary nonuniform grids are considered in transverse and beam 
propagation directions. The differential equation targeted has been used for modeling 
propagations of high intensity laser pulses over a long distance without diffractions. Self-
focusing of high intensity beams may be balanced with the de-focusing effect of created 
ionized plasma channel in the situation, and applications of grid adaptations are frequently 
essential. It is shown rigorously that the fully discretized oscillation-free decomposition 
method on arbitrary adaptive grids is asymptotically stable with a stability index one. 
Simulation experiments are carried out to illustrate our concern and conclusions.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

While highly oscillatory wave problems pervade a wide range of applications in modern physics and technologies, the 
development of highly efficient and reliable computational strategies for them still remain as a serious concern. For in-
stance, when highly oscillatory optical waves are considered, most existing numerical procedures require that the density of 
computational grids must be increased, or grid step sizes must be decreased, significantly, to meet the accuracy challenges 
[4,6,12,14,22,28].

Consider a typical electromagnetic field. The field can then be well described through charges and currents via Maxwell’s 
field equations. In fact, together with the Lorentz force law, Maxwell’s equations form the theoretical foundation of elec-
trodynamics, modern optics and electric circuits. Although Maxwell’s partial differential equations are not well suited for 
use in conventional initial-boundary value problem computations, if they are decoupled, we may acquire the following 
time-dependent Helmholtz equation which serves as an approximation to the underlying light [1,10,11,14]:

utt = c2 (
uxx + u yy + uzz

)
, (x, y) ∈ D2, z > z0, t > t0, (1.1)
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where u = u(x, y, z, t) is the intensity function of the field, z is the beam propagation direction, x, y are transverse directions 
perpendicular to the light, D2 is the two-dimensional convex domain. In the case when a monochromatic beam is concerned 
within a narrow cone [1,12], we may denote u(x, y, z, t) = U (x, y, z, a)e2π iνt for (x, y, z) ∈ D, t > t0, i = √−1, ν is the 
frequency of the optical wave and U is the complex wave function with D = D2 × {z : z > z0}. Substituting this into (1.1), 
we arrive immediately at

Uxx + U yy + U zz = −κ2U , (x, y, z) ∈ D, (1.2)

where κ = 2πν/c is the wave number, and c is the speed of light.
Further, let E(x, y, z) = U (x, y, z)eiκz be the complex envelope of U . Hence, from the time-independent Helmholtz equa-

tion (1.2) we observe that

2iκ Ez = Exx + E yy + Ezz, (x, y, z) ∈ D.

Let p denote the constant refractive parameter of the light system. If the change of the intensity of E in transverse directions 
is relatively slow, we may assume that Ezz ≈ κ2 pE [10,11]. This leads to the paraxial Helmholtz equation,

2iκ Ez = Exx + E yy + κ2 pE, (x, y, z) ∈ D. (1.3)

Modern strategies for computing beam propagations can probably be traced back to the pioneering work of Stratton and 
Chu in diffraction integral approximations [14,25]. Since then, numerous numerical procedures, including the Fast Fourier 
Transform (FFT) based Beam Propagation Method (BPM), have been developed and studied for solving wave equations 
including (1.1)–(1.3) [10,11,28]. Among the most effective approaches implemented, there are spectral, pseudo-spectral, 
boundary element, finite-difference time-domain, multiresolution time-domain, local one-dimensional methods and op-
timized FFT-BPM formulations [15,17,20,21,29]. Remarkably accurate analytical algorithms have also been achieved via 
Richardson extrapolations and Lanczos recursive iterations, respectively [4,18]. When a high wave number is present, how-
ever, an existing conventional algorithm often becomes cumbersome due to the fact that its density of grids, or elements, 
employed in computational procedures must be increased significantly for meeting an accuracy requirement. This setback 
in the efficiency of computations inspires recent studies of fast algorithms for highly oscillatory differential equations and 
diffraction integrals [4–6,19–24,26].

Recent studies of the propagation of electromagnetic waves in the form of either paraboloidal waves or Gaussian beams 
reveal that, when paraxial optical waves, such as that described in (1.3), are targeted, the complex envelope of the electric 
field function can be approximated continuously through an eikonal, or ray, transformation originated from the geometric 
optics [1,11,13],

E(x, y, z) = φ(x, y, z)eiκψ(x,y,z), (x, y, z) ∈ D̄, (1.4)

where φ, ψ ∈ R. The above transformation effectively eliminates the need of high density computational grids and thus 
improves the overall efficiency. This has been particularly meaningful and practical in IR laser beam propagation simulations 
[9,12,17,28]. While different types of eikonal transformation based algorithms have emerged consequently [6,13–15,22,23], 
theoretical explorations of the strategy can be found in numerous recent publications [1,7,17,24].

It has been noticed, however, eikonal transformations may impair the numerical stability when the wave number κ
involved is relatively low especially when mesh adaptations are used. This motivates our study on the asymptotic stability 
with respect to sensitive high wave numbers based on the unique matrix structure of the eikonal splitting algorithms. Our 
investigations ensure the high vibrance and applicability of the eikonal transformation based modified Peaceman–Rachford 
splitting for solving the highly oscillatory two-dimensional paraxial Helmholtz equation (1.3) on arbitrary grids.

Our discussions in this paper are organized as follows. In the next section, the discretization and splitting strategies 
of the eikonal transformation (1.4) based finite difference equations will be introduced. Details of the matrix structure 
of our scheme will be explored. Section 3 will be devoted to investigations of the asymptotic stability for the splitting 
strategy via rigorous matrix spectrum analysis. In Section 4, simulated numerical examples will be presented to illustrate 
the significance of the stability of computations on uniform and nonuniform adaptive grids. Concluding remarks will finally 
be given in Section 5.

2. Modified Peaceman–Rachford splitting on adaptive grids

Based on (1.4), the paraxial wave equation (1.3) can be decomposed to

φz = α
(
ψxx + ψyy

) + f1, (2.1)

ψz = β
(
φxx + φyy

) + f2, (2.2)

where φ, ψ are sufficiently smooth in D̄, φ �= 0, and

α = φ
, β = − 1

2
, f1 = φxψx + φyψy, f2 = 1 [

(ψx)
2 + (ψy)

2 − p
]
. (2.3)
2 2κ φ 2
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Let the functions in (2.3) be frozen. Then the solution of linearized differential equations (2.1), (2.2) are essentially 
non-oscillatory, as compared to (1.3), even when large values of κ are present. However, the solution pair φ, ψ may exhibit 
interesting near-singular patterns that need mesh adaptations via, say, an arc length monitoring or stretching mechanism 
[2,15].

Denote

w =
[

φ

ψ

]
, M =

[
0 α
β 0

]
, f =

[
f1
f2

]
.

Then the coupled equations (2.1) and (2.2) can be combined to yield

wz = M wxx + M w yy + f , (x, y, z) ∈ D. (2.4)

Consider the adaptive mesh Dh,τ =
{(

x j, y
, zσ

) : x j = a +
j−1∑
k=0

h1,k, y
 = c +

−1∑
k=0

h2,k, j, 
 = 0, 1, 2, . . . , n + 1, xn+1 = b,

yn+1 = d; zσ = z0 +
σ−1∑
k=0

τk, σ = 0, 1, 2, . . . , L

}
, in which the nonuniform steps are determined via suitable monitoring 

functions such as the exponential evolving grids (EEG) formula [2,19], common moving mesh method [15], or z-stretching 
strategy [10,20] following standard smoothness constraints

δ1 ≤ h1,k

h1,k+1
,

h2,k

h2,k+1
≤ δ2, k = 0,1, . . . ,n − 1,

for given tolerances δ1, δ2 > 0. We may further denote that 0 < h1 = min
0≤k≤n

{
h1,k

} ≤ max
0≤k≤n

{
h1,k

} � 1, 0 < h2 = min
0≤k≤n

{
h2,k

} ≤
max

0≤k≤n

{
h2,k

} � 1. Note that, due to its built-in flexibility, Dh,τ can also be viewed as a general platform for different adaptive 

grids applications. Without loss of generality, we denote τ = τk from hereon, and set

f σ
i, j = ( f1(xi, y j, zσ ), f2(xi, y j, zσ ))ᵀ, wσ

i, j = (φ(xi, y j, zσ ),ψ(xi, y j, zσ ))ᵀ,

Mσ
i, j =

[
0 ασ

i, j
βσ

i, j 0

]
, ασ

i, j = φ(xi, y j, zσ )

2
, βσ

i, j = − 1

2κ2φ(xi, y j, zσ )
, (2.5)

where maxφ ≥ φ(xi, y j, zσ ) ≥ min φ > 0, (xi, y j, zσ ) ∈ Dh,τ , in which both min φ and max φ are independent of n [1,21]. 
We adopt following nonuniform finite difference approximations [2,4],

h2
1 (wxx)

σ
i, j = p1,i wσ

i−1, j − r1,i wσ
i, j + q1,i wσ

i+1, j − h1,i − h1,i−1

3
h2

1 (wxxx)i, j

− h2
1,i − h1,ih1,i−1 + h2

1,i−1

12
h2

1 (wxxxx)
σ
i, j +O

(
h5

1

)
,

h2
2

(
w yy

)σ
i, j = p2, j wσ

i, j−1 − r2, j wσ
i, j + q2, j wσ

i, j+1 − h2, j − h2, j−1

3
h2

2

(
w yyy

)
i, j

− h2
2, j − h2, jh2, j−1 + h2

2, j−1

12
h2

2

(
w yyyy

)σ
i, j +O

(
h5

2

)
,

in which

ps,k = 2h2
s

hs,k−1(hs,k−1 + hs,k)
, rs,k = 2h2

s

hs,k−1hs,k
, qs,k = 2h2

s

hs,k(hs,k−1 + hs,k)
,

s = 1,2; k = 1,2, . . . ,n.

Suppose that suitable initial and Dirichlet boundary conditions are imposed. We derive from (2.4) the following semi-
discretized system,

τ w ′(zσ ) = Aσ w(zσ ) + Bσ w(zσ ) + τ f (zσ ), zσ > z0; w(z0) = g0, (2.6)

where Aσ = μ1Mσ T1, Bσ = μ2Mσ T2, μs = τ/h2
s ≤ c, s = 1, 2, τ > 0, and

Mσ = diag
(
Mσ

1 , Mσ
2 , . . . , Mσ

n

) ∈R
2n2×2n2

(2.7)

with

Mσ
j = diag

(
Mσ

1, j, Mσ
2, j, . . . , Mσ

n, j

)
, j = 1,2, . . . ,n,
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and

T1 = In ⊗ R1 ⊗ I2, T2 = R2 ⊗ I2 ⊗ In,

where Ik ∈R
k×k is the identity matrix, with weakly diagonally dominant and irreducible matrices

R1 =

⎡
⎢⎢⎢⎣

−r1,1 q1,1
p1,2 −r1,2 q1,2

. . .
. . .

. . .

p1,n −r1,n

⎤
⎥⎥⎥⎦ , R2 =

⎡
⎢⎢⎢⎣

−r2,1 q2,1
p2,2 −r2,2 q2,2

. . .
. . .

. . .

p2,n −r2,n

⎤
⎥⎥⎥⎦ .

The vector f contains contributions from the source term in (2.4) and boundary functions, that is, f (zσ ) = (( f σ
1,1 +

gσ
1,1)

ᵀ, ( f σ
2,1 + gσ

2,1)
ᵀ, . . . , ( f σ

n,1 + gσ
n,1)

ᵀ, ( f σ
1,2 + gσ

1,2)
ᵀ, ( f σ

2,2 + gσ
2,2)

ᵀ, . . . , ( f σ
n,2 + gσ

n,2)
ᵀ, . . . , ( f σ

1,n + gσ
1,n)

ᵀ, ( f σ
2,n + gσ

2,n)ᵀ, . . . ,
( f σ

n,n + gσ
n,n)

ᵀ)ᵀ , where

gσ
1,k = pσ

1,k wσ
0,k, gσ

n,k = qσ
1,k wσ

n+1,k; gσ
k,1 = pσ

2,k wσ
k,0, gσ

k,n = qσ
2,k wσ

k,n+1, k = 2,3, . . . ,n − 1,

gσ
1,1 = pσ

1,1 wσ
0,1 + pσ

2,1 wσ
1,0, gσ

1,n = pσ
1,1 wσ

0,1 + pσ
2,n wσ

n+1,0,

gσ
n,1 = pσ

1,n wσ
n+1,1 + pσ

2,1 wσ
1,0, gσ

n,n = pσ
1,n wσ

n+1,1 + pσ
2,n wσ

1,n+1,

gσ
i, j ≡ 0 if neither i nor j is 1 or n,

where wσ
i, j , i ∈ {0, n + 1} or j ∈ {0, n + 1}, are boundary values based on the variable transverse grids at the level of σ in 

the beam propagation direction.

Remark 2.1. Based on the nonuniform finite difference approximations utilized, the local truncation error of the scheme
(2.6) is in general of the size O(h) as h → 0, where h = max{h1, h2}.

Lemma 2.1. We have ‖R1‖2, ‖R2‖2 ≤ 4.

Proof. The proof of the lemma is straightforward based on a norm triangular inequality and definitions of hs, s = 1, 2. �
With an initial vector w0, the formal solution of (2.6) can be expressed recursively as

wσ+1 = eμ1 Aσ +μ2 Bσ
wσ + τ

1∫
0

e(1−ξ)(μ1 Aσ +μ2 Bσ ) f ((σ + ξ)τ )dξ, σ = 0,1,2, . . .

For a sufficiently small z-step τ > 0, we replace the integral by a left-end quadrature to yield

wσ+1 ≈ eμ1 Aσ +μ2 Bσ (
wσ + τ f σ

)
, σ = 0,1,2, . . .

Hence, an application of the Peaceman–Rachford formula [19] for the above leads to the following conventional splitting 
scheme,

wσ+1 = (
I2n2 − μ2 Bσ

) (
I2n2 + μ1 Aσ

) (
I2n2 − μ1 Aσ

) (
I2n2 + μ2 Bσ

) (
wσ + τ f σ

)
,

σ = 0,1,2, . . . ,

which can be improved to our modified method via a modification similar to Steffensen’s acceleration,

wσ+1 =
(

I2n2 − μ2 Bσ+1/2
)(

I2n2 + μ1 Aσ+1/2
)(

I2n2 − μ1 Aσ
) (

I2n2 + μ2 Bσ
)

× (
wσ + τ f σ

)
, σ = 0,1,2, . . .

The above splitting algorithm can also be decoupled to a two-stage systems,(
I2n2 − μ1 Aσ

)
wσ+1/2 = (

I2n2 + μ2 Bσ
)

wσ + τ

2
gσ , (2.8)(

I2n2 − μ2 Bσ+1/2
)

wσ+1 =
(

I2n2 + μ1 Aσ+1/2
)

wσ+1/2 + τ

2
gσ+1/2, (2.9)

(xi, y j, zσ ) ∈ Dh,τ

where

gk =
(

gk
1,1, gk

2,1, . . . , gk
n,1, gk

1,2, gk
2,2, . . . , gk

n,2, . . . , gk
n,n

)ᵀ ∈R
2n2

,

wk =
(

wk
1,1, wk

2,1, . . . , wk
n,1, wk

1,2, wk
2,2, . . . , wk

n,2, . . . , wk
n,n

)ᵀ ∈R
2n2

.
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We note that the modified Peaceman–Rachford splitting is of order-one in approximations due to the nonuniform mesh 
finite differences utilized. The new scheme can be further compressed to

wσ+1 = Q σ+1/2 Pσ wσ + τ

2
gσ

0 , (2.10)

where

Pσ = (
I2n2 − μ1 Aσ

)−1 (
I2n2 + μ2 Bσ

)
, (2.11)

Q σ+1/2 =
(

I2n2 − μ2 Bσ+1/2
)−1 (

I2n2 + μ1 Aσ+1/2
)

, (2.12)

gσ
0 = Q σ+1/2 (

I2n2 − μ1 Aσ
)−1

gσ +
(

I2n2 − μ2 Bσ+1/2
)−1

gσ+1/2.

We further notice that Q σ+1/2 Pσ also plays the role of an amplification matrix for our scheme. Apparently, the modified 
Peaceman–Rachford scheme (2.8), (2.9), or (2.10), represents a group of adaptive splitting methods due to a high flexibility 
of computational grids.

Remark 2.2. Since a left-end quadrature is employed for approximating the formal solution, the local truncation error of the 
fully discretized system (2.8), (2.9), or (2.10), is of the size O(τ + h) as τ , h → 0, where h = max{h1, h2}. We also note that 
the Peaceman–Rachford splitting utilized cannot lead to conventional second order approximations in the scenario due to 
the use of adaptive transverse step sizes [2].

Although discussions of similar numerical procedures for solving (2.4) can be found in a number of recent publications 
(for instance, see [3,21,28] and references therein), more general studies of eikonal transformation based numerical methods 
for solving highly oscillatory problems, especially when adaptive grids are incorporated, are still in infancy [2,10,16,21,26].

3. Asymptotic stability

It has been observed in recent computational experiments that instabilities may occur when (2.10) is used for long 
z-distance executions with smaller wave numbers [13,21,22]. Although this may not affect applications of eikonal trans-
formation based algorithms in high frequency optical wave computations, rigorous analysis of stability for the numerical 
methods are still appropriate and necessary. In Fig. 3.1, a typical long z-distance simulation example is given. An eikonal 
splitting scheme is utilized for calculating a Gaussian beam type wave solution E of (1.3) up to z-level 1000. The breakdown 
of the stability of the modulus function becomes visible at the z-level 925, and the solution loses its true identity by the 
z-level 1000.

Definition 1. [6,21] Consider a finite difference method with an amplification matrix � for solving (2.1), (2.2) associated 
with an oscillatory wave problem. κ is the large wavenumber involved. We say that the numerical method is asymptotically 
stable if there exists positive constants c, d independent of κ such that

ρ(�) ≤ 1 + cκ−d, κ → ∞,

where ρ(·) is the spectral radius and d0 = sup{d} is the asymptotical stability index of the numerical method.

Remark 3.1. The above definition is designed for linearized numerical methods in a localized sense. Discussions of more 
vibrant nonlinear stabilities can be found in a number of recent publications (for example, see [6,26] and references therein). 
Applications of Lyapunov functionals are often necessary. Since we are primarily interested in asymptotic behaviors of the 
system (2.1)–(2.3) after its nonlinear coefficients and terms being frozen, the use of Definition 1 becomes meaningful and 
justified.

Fig. 3.1. A typical evolution profile of the instability of an eikonal transformation based scheme when a relatively small κ = 10 is utilized in long distance 
computations. Modulus of the wave solution E is plotted at the z-level 900, 925, 975 and 1000 (from left to right). A Gaussian beam type initial condition 
and homogeneous Neumann boundary conditions are used. The stability can be improved significantly if bigger κ values are considered.
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Let us now analyze our amplification matrix Q σ+1/2 Pσ introduced by (2.10). To this end, we denote

P = [e1, e3, . . . , e2n2−1, e2, e4, . . . , e2n2 ] ∈ R
2n2×2n2

,

where e j is the jth column of the 2n2 × 2n2 identity matrix, be a permutation matrix. From (2.7) we observe that

PᵀMσ P =
[

0 �σ
α

�σ
β 0

]
,

where

�σ
α = diag(ασ

1,1,α
σ
2,1, . . . ,α

σ
n,1,α

σ
1,2, . . . ,α

σ
n,n),

�σ
β = diag(βσ

1,1, β
σ
2,1, . . . , β

σ
n,1, β

σ
1,2, . . . , β

σ
n,n),

and ασ
i, j and βσ

i, j are due to (2.5). Further, for the simplicity of notations, let ck, k = 0, 1, 2, . . . , denote positive constants 
independent of κ . Thus, based on definitions of the above matrices, we have

‖�σ
α‖2 = maxφ

2
≤ c1, ‖�σ

β ‖2 = 1

2κ2 minφ
≤ c2κ

−2, κ → ∞. (3.1)

Further,

PᵀT1 P = I2 ⊗ In ⊗ R1 and PᵀT2 P = I2 ⊗ R2 ⊗ In.

Set

Kσ = PᵀAσ P = PᵀMσ T1 P =
[

0 �σ
α(In ⊗ R1)

�σ
β (In ⊗ R1) 0

]
, (3.2)

Lσ = PᵀBσ P = PᵀMσ T2 P =
[

0 �σ
α(R2 ⊗ In)

�σ
β (R2 ⊗ In) 0

]
. (3.3)

Recall that ‖R1‖2, ‖R2‖2 ≤ 4, it follows immediately that

‖In ⊗ R1‖2 = ‖R1‖2 ≤ 4, ‖R2 ⊗ In‖2 = ‖R2‖2 ≤ 4, κ → ∞. (3.4)

On the other hand, we may show

Lemma 3.1. The spectra of Mσ and Nσ are bounded by c3κ
−1 .

Proof. We first show that ‖K 2
σ ‖2 ≤ c4κ

−2. To see this, from (3.2) we acquire that

K 2
σ =

[
�σ

α(R1 ⊗ In)�σ
β (R1 ⊗ In) 0

0 �σ
β (R1 ⊗ In)�σ

α (R1 ⊗ In)

]
.

Hence, due to (3.1) and (3.4),

‖K 2
σ ‖2 ≤ ‖�σ

α‖2‖R1 ⊗ In‖2‖�σ
β ‖2‖R1 ⊗ In‖2 ≤ c4κ

−2, κ → ∞, (3.5)

which implies the bounds ρ(Mσ ) = ρ(Kσ ) ≤ c3κ
−1. Analogously, by (3.3), we have ‖L2

σ ‖2 ≤ c5κ
−2 and therefore ρ(Nσ ) =

ρ(Lσ ) ≤ c3κ
−1. �

Similarly,

Kσ Kᵀ
σ = (I2n ⊗ R1)

[
(�σ

α )2 0
0 (�σ

β )2

]
(I2n ⊗ R1).

Thus, by applying estimates (3.1) and (3.4), we obtain that

‖Kσ ‖2 =
√

ρ(Kσ Kᵀ
σ ) ≤

√
42ρ((�σ

α )2) ≤ c6, κ → ∞.

The estimate ‖Lσ ‖2 ≤ c6 comes analogously.
On the other hand, it is observed in (2.11) that Pσ can be decomposed to yield

Pσ = (
I2n2 − μ1 Aσ

)−1 (
I2n2 + μ2 Bσ

) = I2n2 + (
I2n2 − μ1 Aσ

)−1
(μ2 Bσ + μ1 Aσ ).

Since μ1, μ2 are finite and κ � 10 in common optical wave applications, we may assume that
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μ1

κ
� 1,

μ2

κ
� 1.

Hence,

Pᵀ (
I2n2 − μ1 Aσ

)−1
(μ2 Bσ + μ1 Aσ )P = (

I2n2 − μ1 Kσ

)−1
(μ2Lσ + μ1 Kσ )

= μ1

(
I2n2 − μ2

1 K 2
σ

)−1
Kσ (μ2Lσ + μ1 Kσ )

+
(

I2n2 − μ2
1 K 2

σ

)−1
(μ2Lσ + μ1 Kσ ) = C−1(M1 + M2), (3.6)

where

C =
[

C1 0
0 C2

]
,

C1 = In2 − μ2
1�

σ
α(In ⊗ R1)�

σ
β (In ⊗ R1),

C2 = In2 − μ2
1�

σ
β (In ⊗ R1)�

σ
α (In ⊗ R1),

M1 = μ1 Kσ (μ2Lσ + μ1 Kσ ),

M2 = μ1 Kσ + μ2Lσ =
[

0 �σ
α

�σ
β 0

]
R,

in which R = μ1 In ⊗ R1 + μ2 R1 ⊗ In and thus, consequently, ‖R‖2 ≤ c0(μ1 + μ2).

Lemma 3.2. Let κ → ∞. We have

(i) ‖C−1‖2 ≤ c0 , and consequently ‖C−1
1 ‖2 ≤ c1 , ‖C−1

2 ‖2 ≤ c2;
(ii) ‖C−1M1‖2 ≤ c3(μ

2
1 + μ2

2)κ
−2;

(iii) ‖M2‖2 ≤ c4(μ1 + μ2);
(iv) ‖(C−1M2)

2‖2 ≤ c5(μ
2
1 + μ2

2)κ
−2 .

Proof. Recall (3.5),

‖C‖2 ≥ 1 − μ2
1‖K 2

σ ‖2 ≥ 1 − c5μ
2
1κ

−2, κ → ∞.

Since μ1/κ � 1, we conclude readily that ‖C−1‖2 ≤ c0. Subsequently, ‖C−1
1 ‖2 ≤ c1, ‖C−1

2 ‖2 ≤ c2 for some positive constants.
For the product

Kσ Lσ =
[

�σ
α(In ⊗ R1)�

σ
β (R2 ⊗ In) 0

0 �σ
β (In ⊗ R1)�

σ
α(R2 ⊗ In

]
,

apparently we have ‖Kσ Lσ ‖2 ≤ c3κ
−2 according to (3.1). It follows therefore

‖C−1M1‖2 = ‖C−1
(
μ1μ2 Kσ Lσ + μ2

1 K 2
σ

)
‖2 ≤ c4(μ

2
1 + μ2

2)κ
−2

due to the fact that

‖K 2
σ ‖2 ≤ κ−2.

We further observe that

‖M2‖2 =
√

ρ(M2Mᵀ
2 ) =

√
ρ(R(�σ

α )2 R) ≤ c5(μ1 + μ2), κ → ∞.

On the other hand, a straightforward calculation shows that

C−1M2 =
[

0 C−1
2 �α R

C−1
1 �β R 0

]
.

Thus, (
C−1M2

)2 =
[

C−1
2 �α RC−1

1 �β R 0
0 C−1

1 �β RC−1
2 �α R

]
.

Recall that ‖C−1
1 ‖2 ≤ c1, ‖C−1

2 ‖2 ≤ c2, ‖�α‖2 ≤ c3, ‖R‖2 ≤ c4(μ1 + μ2) and ‖�β‖2 ≤ c5κ
−2 for some positive constants ck , 

k = 1, 2, . . . , 5. These lead to,

‖(C−1M2)
2‖2 ≤ ‖C−1

2 ‖2‖�α‖2‖R‖2‖C−1
1 ‖2‖�β‖2‖R‖2 ≤ c6

(
μ2

1 + μ2
2

)
κ−2, κ → ∞.

This completes our proof. �
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Theorem 3.1. The eikonal transformation based modified Peaceman–Rachford method (2.8), (2.9), or (2.10), on arbitrary adaptive 
grids is oscillation-free and asymptotically stable with a stability index one.

Proof. The first claim is secured by our ray transformation formula. Now, recall (3.6) and that Q σ+1/2 Pσ is our amplifica-
tion matrix. By using Lemma 3.2 we observe that∥∥∥∥(

Pᵀ (
I2n2 − μ1 Aσ

)−1
(μ2 Bσ + μ1 Aσ )P

)2
∥∥∥∥

2

= ‖(C−1M1)
2 + (C−1M2)

2 + C−1M1C−1M2 + C−1M2C−1M1‖2

≤ ‖(C−1M1)
2‖2 + ‖(C−1M2)‖2

2 + ‖C−1‖2‖M1‖2‖C−1‖2‖M2‖2

+ ‖C−1‖2‖M2‖2‖C−1‖2‖M1‖2 ≤ c0

(
μ3

1 + μ3
2

)
κ−2, κ → ∞.

The above inequalities ensure the following bound,

ρ(Pσ ) = 1 + ρ
((

I2n2 − μ1 Aσ
)−1

(μ2 Bσ + μ1 Aσ )
)

≤ 1 + c7 (μ1 + μ2)
3/2 κ−1, κ → ∞.

Now, recall (2.12). By the same token, we can show similarly that

ρ(Q σ ) ≤ 1 + c8(μ1 + μ2)
3/2κ−1, κ → ∞.

The investigation indicates that if both μ1 and μ2 are bounded, then the eikonal transformation based splitting methods 
on arbitrary grids, which are determined via proper adaptations, must be asymptotically stable with an asymptotical stability 
index one. This completes our proof. �
Remark 3.2. Though strong numerical evidences have indicated that, if the classical linear stability of an eikonal transforma-
tion based splitting scheme exists on the z-direction under suitable norms, it should be conditional. The constraints required 
must depend on the wave number κ . Rigorous mathematical proofs of such claims are still expected.

4. Computational experiments

There has been a significant amount of recent publications in highly oscillatory wave computations. Straightforward 
applications of typical splitting strategies, such as the LOD and ADI methods, can be found in [5,6,22–24,29]. Spectrum and 

Fig. 4.1. A three-dimensional view of a typical pair of Gaussian beam initial functions φ0 (left) and ψ0 (right). The frequency κ = 1 and homogeneous 
Neumann boundary conditions are utilized. Both φ0 and ψ0 exhibit nice smoothness without oscillations.

Fig. 4.2. Contour maps of initial functions φ0 (left) and ψ0 (right). It can be observed that, though both functions exhibit nice smoothness, they change 
rapidly in central transverse areas. Apparently, variable, or adaptive, transverse grids are more preferably for better numerical approximations.
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Fig. 4.3. Three-dimensional views of numerical solutions φ187, ψ187 (top) and φ188, ψ188 (bottom). The frequency with κ = 1 and a CFL number approx-
imately 0.025 on fine uniform grids are utilized. Homogeneous Neumann boundary conditions are considered. Instability disturbances start to be visible, 
especially around some corners of the transverse domain especially for ψ when σ > 180. The errors built-up may due to the use of eikonal transformation 
based method in small wave number circumstances.

finite element strategies reinforced by parallel computations are also studied [3,6,27]. In most existing procedures, however, 
mesh step sizes utilized are inversely proportional to the wave number κ used [5,6,13,14]. For the reason, mathematically 
profound formulations are often difficult to realize for practical or industrial applications. This has motivated the eikonal 
transformation based algorithms which effectively eliminate high oscillation components. As a consequence, grid step sizes 
become independent of κ and thus can be chosen to be sufficiently large for faster calculations. Although this breaks 
the traditional efficiency barrier, the eikonal method may introduce additional errors and instabilities when κ values are 
relatively small. Our following experiments, using only a fraction amount of the computational time in [8,9], are particularly 
designed to illustrate the importance of the stability in computations.

Example 4.1. Consider a typical Gaussian beam type initial function

u(x, y, z0) = 1

1 + iz0
exp

{
− x2 + y2

2r2
0(1 + iz0)

}
, − 
0 ≤ x, y ≤ 
0, (4.1)

where z0 = 2πr2
0/λ [9]. The input function is standard in the vector diffraction theory as well as laboratorial experiments 

[1,13,21]. Recalling (1.4), we may equivalently express (4.1) in the eikonal form, that is,

u(x, y, z0) = φ0(x, y, z0)exp
{

iκψ0(x, y, z0)
}

, − 
0 ≤ x, y ≤ 
0.

A straightforward calculation indicates that

φ0(x, y, z0) = 1√
1 + z2

0

exp

{
− x2 + y2

2r2
0(1 + z2

0)

}
, (4.2)

ψ0(x, y, z0) = (x2 + y2)z0

2(1 + z2
0)

− r2
0 cos−1

⎛
⎜⎝ 1√

1 + z2
0

⎞
⎟⎠ . (4.3)

Now, consider a low frequency κ = 1 and set 
0 = 4. Adopt natural homogeneous Neumann boundary conditions on the 
transverse boundary. We show functions φ0(x, y, z0) and ψ0(x, y, z0) in Fig. 4.1. Their contour maps on the transverse 
plane are given in Fig. 4.2. Although both φ0 and ψ0 exhibit nice and smooth patterns, the functions values, especially that 
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Fig. 4.4. Two-dimensional projections of the real, imaginary parts and modules of the numerical solution Eσ , σ = 900, 950, 975, 1000 (from top to bottom) 
are plotted. κ = 10 is used. Fixed nonuniform transverse grids are introduced for all z-level computations. Apparently, the stability of the modified eikonal 
transformation based Peaceman–Rachford scheme (2.10) is improved remarkably when a larger κ value is utilized. The instability disturbances still appear, 
though.

for φ0, change rapidly in central transverse areas. Variable, or adaptive, transverse grids clearly have an edge over traditional 
uniform grids in numerical approximations.

In Fig. 4.3, we show the pair of numerical solutions φσ , ψσ of (2.10) as the z-step σ reaches steps 187, 188, respectively. 
It is noticed that disturbances due to numerical instabilities become easily visible and errors built-up lead to a major 
break-down of the entire computed solution at the z-step σ = 189. The problem occurs initially around some corners of the 
transverse region.

The unfavorable instability shown in this example as well as in our other simulation experiments indicates that the 
eikonal Peaceman–Rachford splitting method may not be stable in cases when relatively small wave numbers are considered 
in flow computations. Therefore the use of the numerical method needs to be extremely careful. The stability concern 
promotes the study of asymptotical stability with κ � 1 for optical applications where large wave numbers are common.



Q. Sheng, H.-w. Sun / Journal of Computational Physics 325 (2016) 259–271 269
Fig. 4.5. Three-dimensional views of the modules of E950 (left) and E970 (right). The frequency at κ = 10 is utilized, and a locally enlarged viewing domain 
−1 ≤ x, y ≤ 1 is adopted in the transverse plain for showing more details. Fine nonuniform grids are considered. Erroneous disturbances are clearly visible 
throughout the solution surfaces after long z-distance computations.

Fig. 4.6. Contour maps of the symmetric solutions φ100 (left) and ψ100 (center). The corresponding symmetric nonuniform grids (right) are generated via 
an arc length adaptive formula via monitoring function [2]. The mesh follows nicely the pattern of both solutions. The variable transverse grids based on a 
moving mesh guideline [2,15] are more preferably for more reliable numerical approximations.

Example 4.2. Consider the same Gaussian beam initial function for κ = 10. We recover real, imaginary parts and modules of 
the field function Eσ from φσ , ψσ . A fixed nonuniform transverse mesh for (2.10) is utilized. Since the numerical solution is 
symmetric with respect to x- and y- axises in transverse directions, to reduce the graphic memory, we plot two-dimensional 
x-projections of the numerical solutions in Fig. 4.4. Wave propagation levels at σ = 900, 950, 975 and 1000 near the focusing 
position [9,12] are selected. It is evidential that the visible instability disturbances again occur, though in the current case 
they appear much later as compared with the situation in Example 4.1. A localized showing domain is used in simulations 
for better visualizations of the disturbances.

To see more details how an instability destroys the correct physical pattern of the numerical solution, we again show 
3-dimensional views of the modules of E950 and E970 in Fig. 4.5. We may recall that they are similar to φ950 and φ970, 
solutions of the eikonal transformation based splitting method (2.8), (2.9) or (2.10), respectively. Nonphysical disturbances 
eventually occur after a long time of computations using our method proposed, though the wave number, κ = 10, involved 
in this experiment is relatively large.

Example 4.3. In this example, we show several effective strategies to use together with the Peaceman–Rachford splitting 
method (2.8) and (2.9), or (2.10), on arbitrary grids. To this end, in Fig. 4.6, we plot contour maps of the numerical solution 
φσ , ψσ of (2.8), (2.9) at the 100th z-level. Both functions are symmetric with respect to the x- and y-axises. Their function 
values change rapidly around the central transverse area similar to that shown in Figs. 4.1–4.3. The last picture in Fig. 4.6
shows a successful application of the exponentially evolving grids (EEG) [2] used in the computational circumstance.

The adaptation is fulfilled in the following way: we first determine a dominant wave pattern to follow. This can be 
identified as the curvature of φ100(x, 0), − 
 ≤ x ≤ 
, due to the symmetry of the wave function. Then the arc length of 
the above function is evaluated and divided into n segments. Finally, projections of these segments into the x-coordinate 
become our computational grids to use. In Fig. 4.7, we show the dominant curvature function φ = φ100(x, 0), − 1 ≤ x ≤ 1, 
a distribution of its corresponding grid steps, and ratios hk/hk+1, k = 1, 2, . . . , n − 1, acquired. Detailed information about 
the nonuniform grid step sizes and adaptive ratios are also given in Table 4.1.

Of course a wave pattern may not always be symmetric. As an illustration, in Fig. 4.8, we show nonuniform adaptive grids 
under another EEG strategy for a shifted optical wave pattern of the solutions φσ , ψσ of (2.8), (2.9). This slight shift is due 
to a degeneracy introduced to the Helmholtz equation problem [2]. Although adaptations demonstrated in Figs. 4.6–4.8 are 
primarily based on profiles of φσ rather than ψσ , the monitoring procedure can be conveniently allocated to any part of a 
targeted numerical solution, even its derivatives [2,10,15]. The sole reason of current mesh orientations is that the curvature 
structure of φ is much richer than that of ψ .
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Fig. 4.7. An illustration of the variable grids corresponding to the circumstances. While the dominant nonlinear curvature function φ is shown on the left, 
the corresponding arc length based variable grid size distribution is in the middle. In addition, the adaptive grid step ratio distribution, which follows very 
well the smoothness constraint, is on the right.

Table 4.1
Adaptive step size and radio ranges

min
1≤k≤n

hk 8.399606400996684e-05

max
1≤k≤n

hk 7.212705496510985e-04

min
1≤k≤n−1

hk/hk+1 0.982810848890452

min
1≤k≤n−1

hk/hk+1 1.017503421450693

Fig. 4.8. Contour maps of a non-symmetric pair of φ100 (left) and ψ100 (center). The corresponding symmetric nonuniform grids (right) are also generated 
by an arc length adaptive formula via monitoring function [2]. The mesh follows nicely the shift and movement of wave solutions. The easy-to-compute 
variable transverse grids are more preferably for better numerical approximations.

5. Concluding remarks

Through a rigorous matrix spectrum analysis, this paper proves that the eikonal transformation based modified 
Peaceman–Rachford splitting method (2.8), (2.9), or (2.10), is asymptotically stable on arbitrary adaptive grids. The nonuni-
form finite difference method successfully removes high oscillations from the original paraxial wave equation (1.3), and 
provides a highly effective, efficient and reliable way for solving the underlying paraxial partial differential equation prob-
lem.

The analysis conducted in this paper can be further extended for examining similar oscillation-free algorithms, in partic-
ular those utilizing an eikonal, or ray, transformation. Other oscillatory optical beam or self-focusing wave problems, such 
as Kukhtarev systems for photorefractive waves, wave-material interaction models [1,3,8,9,12] and Maxwell’s equations in 
large electromagnetic fields [4,12,17,22,28], may be considered.
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