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#### Abstract

After spatial discretization to the fractional diffusion equation by the shifted Grünwald formula, it leads to a system of ordinary differential equations, where the resulting coefficient matrix possesses the Toeplitz-like structure. An exponential quadrature rule is employed to solve such a system of ordinary differential equations. The convergence by the proposed method is theoretically studied. In practical computation, the product of a Toeplitz-like matrix exponential and a vector is calculated by the shift-invert Arnoldi method. Meanwhile, the coefficient matrix satisfies a condition that guarantees the fast approximation by the shift-invert Arnoldi method. Numerical results are given to demonstrate the efficiency of the proposed method.
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## 1. Introduction

The fractional diffusion equation (FDE) is used in extensive applications, such as modeling chaotic dynamics of classical conservative systems [53], groundwater contaminant transport [2, 3], turbulent flow [5, 41] and applications in finance [39], image processing [1] and physics [42]. Unlike the second-order diffusion equation, there are very few cases of FDEs in which the closed-form analytical solutions are available. Therefore, many numerical methods have been developed for these problems $[4,10,11,13,26,28,29,30,43,44,45,48]$. Since the fractional differential operators are nonlocal, however, the stabilities of numerical approximations become very sensitive [29, 30]. Moreover, numerical methods for FDEs

[^0]tend to generate full coefficient matrices. These features introduce significant computational difficulties for the numerical methods for FDEs.

Meerschaert and Tadjeran in [29, 30] proposed the shifted Grünwald discretization to approximate the FDEs which has been proved to be unconditionally stable. Later, Wang, Wang, and Sircar in [52] showed that the resulting coefficient matrix by the MeerschaertTadjeran method possesses a Toeplitz-like structure. Therefore, the computational cost for such a matrix-vector multiplication can be carried out in $\mathcal{O}(n \log n)$ operations using a fast algorithm based on the fast Fourier transform (FFT), and the storage requirement is reduced from $\mathcal{O}\left(n^{2}\right)$ to $\mathcal{O}(n)$, where $n$ is the number of spatial grid points in the discretization. As the resulting coefficient matrix is still ill-conditioned [34], many fast iterative methods have been proposed to speed up the convergence rate; see $[24,27,32,34,38]$. The complexity by those methods for solving the resulting system at each time step is of order $\mathcal{O}(n \log n)$. Nevertheless, since the temporal accuracies of those discretized methods are only first- or second-order, we need many time steps in the practical computation and hence the computational cost is too expensive.

In recent years, exponential integrators have been employed to various large-scale computations [17]. They constitute an interesting class of higher-order accurate and stable numerical methods for the time integration of stiff systems of differential equations. In this paper, we develop a fast and accurate numerical method for solving the FDE by the exponential integrator method. The main contributions of this work are as follows. First, we develop the exponential integrator for the FDE, which is a higher-order temporal accurate method. Second, we propose the shift-invert Arnoldi method for evaluating the matrix exponential in the exponential integrator. More precisely, an exponential quadrature rule is proposed to solve the system of ordinary differential equations (ODEs) obtained by spatially discretizing the FDE with the shifted Grünwald formula. Theoretically, we prove that the coefficient matrix satisfies the condition which leads to the convergence of order $s$ in time if $s$ non-confluent quadrature nodes are used. In computation, the product of a Toeplitz-like matrix (the coefficient matrix) exponential and a vector is involved in the exponential integrator method. Note that the norm of such a Toeplitz-like matrix is very large. Therefore, the shift-invert Arnoldi method [23, 33, 35] is exploited to approximate the Toeplitz-like matrix exponential. Furthermore, the coefficient matrix is proved to be sectorial and hence the convergence of the approximation by the shift-invert Arnoldi method is independent of the size of the matrix norm. With this advantage, the calculating for the Toeplitz-like matrix exponential can be done in $\mathcal{O}(n \log n)$ complexity [23]. Therefore, the computational cost by the exponential quadrature rule to compute the FDE at each time step is of order $\mathcal{O}(n \log n)$. Due to the higher-order temporal accurate discretization by the exponential quadrature rule, the number of time steps is much less than that of other lower-order temporal accurate schemes. Thus, the total computational cost by the proposed method is much cheaper than that by other lower-order methods.

The rest of this paper is organized as follows. In Section 2, we discretize the FDE spatially to a system of ODEs. In Section 3, we propose an exponential quadrature rule to solve the resulting system of ODEs. The shift-invert Arnoldi method is employed to approximate the

Toeplitz-like matrix exponential involved in the exponential quadrature rule in Section 4. In Section 5, we report the numerical results to demonstrate the efficiency of the proposed method. At last, the concluding remarks are given in Section 6.

## 2. Spatial discretization of FDEs

Consider an initial-boundary value problem of the FDE [30]:

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-d_{+}(x) \frac{\partial^{\alpha} u(x, t)}{\partial_{+} x^{\alpha}}-d_{-}(x) \frac{\partial^{\alpha} u(x, t)}{\partial_{-} x^{\alpha}}=f(x, t), \\
& x \in\left(x_{L}, x_{R}\right), \quad t \in(0, T],  \tag{1}\\
& u\left(x_{L}, t\right)=u\left(x_{R}, t\right)=0, \quad t \in[0, T], \\
& u(x, 0)=u^{0}(x), \quad x \in\left[x_{L}, x_{R}\right],
\end{align*}
$$

where $1<\alpha<2, f(x, t)$ is the source term, and $d_{ \pm}(x) \geq 0$. Here the left-sided and the right-sided fractional derivatives $\frac{\partial^{\alpha} u(x, t)}{\partial_{+} x^{\alpha}}$ and $\frac{\partial^{\alpha} u(x, t)}{\partial_{-} x^{\alpha}}$ are defined in the Grünwald-Letnikov form [36]:

$$
\begin{aligned}
\frac{\partial^{\alpha} u(x, t)}{\partial_{+} x^{\alpha}} & =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon^{\alpha}} \sum_{k=0}^{\left\lfloor\left(x-x_{L}\right) / \varepsilon\right\rfloor} g_{k}^{(\alpha)} u(x-k \varepsilon, t) \\
\frac{\partial^{\alpha} u(x, t)}{\partial_{-} x^{\alpha}} & =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon^{\alpha}} \sum_{k=0}^{\left\lfloor\left(x_{R}-x\right) / \varepsilon\right\rfloor} g_{k}^{(\alpha)} u(x+k \varepsilon, t)
\end{aligned}
$$

where $\lfloor x\rfloor$ denotes the floor of $x, g_{0}^{(\alpha)}=1$ and

$$
\begin{equation*}
g_{k}^{(\alpha)}=\frac{(-1)^{k}}{k!} \alpha(\alpha-1) \cdots(\alpha-k+1) \tag{2}
\end{equation*}
$$

The existence and uniqueness of the weak solution to (1) can be found in [25]. We note that $g_{k}^{(\alpha)}$ satisfy the following proposition.

Proposition 1. (see $[29,30,34,52])$ Let $1<\alpha<2$ and $g_{k}^{(\alpha)}$ be defined in (2). Then we have

$$
\begin{gathered}
g_{0}^{(\alpha)}=1, \quad g_{1}^{(\alpha)}=-\alpha<0, \quad g_{2}^{(\alpha)}>g_{3}^{(\alpha)}>\cdots>0 \\
\sum_{k=0}^{\infty} g_{k}^{(\alpha)}=0, \quad \sum_{k=0}^{i} g_{k}^{(\alpha)}<0 \text { for } i \geq 1
\end{gathered}
$$

Let $n$ be positive integer and $h=\left(x_{R}-x_{L}\right) / n$ be the size of spatial grid. We define a spatial partition $x_{i}=x_{L}+i h$ for $i=0,1, \ldots, n$. Let $u_{i}(t)=u\left(x_{i}, t\right), d_{ \pm, i}=d_{ \pm}\left(x_{i}\right)$,
and $f_{i}(t)=f\left(x_{i}, t\right)$. In [29, 30], Meerschaert and Tadjeran proposed the following shifted Grünwald approximations,

$$
\begin{align*}
\frac{\partial^{\alpha} u\left(x_{i}, t\right)}{\partial_{+} x^{\alpha}} & =\frac{1}{h^{\alpha}} \sum_{k=0}^{i+1} g_{k}^{(\alpha)} u_{i-k+1}(t)+\mathcal{O}(h) \\
\frac{\partial^{\alpha} u\left(x_{i}, t\right)}{\partial_{-} x^{\alpha}} & =\frac{1}{h^{\alpha}} \sum_{k=0}^{n-i+1} g_{k}^{(\alpha)} u_{i+k-1}(t)+\mathcal{O}(h), \tag{3}
\end{align*}
$$

where $g_{k}^{(\alpha)}$ are defined in (2). Using (3), the FDE (1) can be spatially semi-discretized as

$$
\begin{equation*}
\frac{\mathrm{d} u_{i}(t)}{\mathrm{d} t}-\frac{d_{+, i}}{h^{\alpha}} \sum_{k=0}^{i+1} g_{k}^{(\alpha)} u_{i-k+1}(t)-\frac{d_{-, i}}{h^{\alpha}} \sum_{k=0}^{n-i+1} g_{k}^{(\alpha)} u_{i+k-1}(t)=f_{i}(t), \quad u_{i}(0)=u^{0}\left(x_{i}\right), \tag{4}
\end{equation*}
$$

where $1 \leq i \leq n-1$. Let $\mathbf{u}(t)=\left[u_{1}(t), u_{2}(t), \ldots, u_{n-1}(t)\right]^{\top}, \mathbf{f}(t)=\left[f_{1}(t), f_{2}(t), \ldots, f_{n-1}(t)\right]^{\top}$, and $\mathbf{u}_{0}=\left[u^{0}\left(x_{1}\right), u^{0}\left(x_{2}\right), \ldots, u^{0}\left(x_{n-1}\right)\right]^{\top}$. The above semi-discretized formulation (4) can be further expressed in the following matrix form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{u}(t)}{\mathrm{d} t}+A_{h} \mathbf{u}(t)=\mathbf{f}(t), \quad \mathbf{u}(0)=\mathbf{u}_{0} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{h}=D_{+, h} G_{\alpha}+D_{-, h} G_{\alpha}^{\top} \tag{6}
\end{equation*}
$$

with $D_{ \pm, h}=-\left(1 / h^{\alpha}\right) \cdot \operatorname{diag}\left(d_{ \pm, 1}, \ldots, d_{ \pm, n-1}\right)$ and

$$
G_{\alpha}=\left[\begin{array}{cccccc}
g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & 0 & \cdots & 0 & 0  \tag{7}\\
g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & 0 & \cdots & 0 \\
\vdots & g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
g_{n-2}^{(\alpha)} & \ddots & \ddots & \ddots & g_{1}^{(\alpha)} & g_{0}^{(\alpha)} \\
g_{n-1}^{(\alpha)} & g_{n-2}^{(\alpha)} & \cdots & \cdots & g_{2}^{(\alpha)} & g_{1}^{(\alpha)}
\end{array}\right]
$$

It is obvious that $G_{\alpha}$ is Toeplitz and $A_{h}$ in (6) possesses the Toeplitz-like structure [52]. Therefore, the matrix-vector multiplication for $A_{h}$ can be obtained in $\mathcal{O}(n \log n)$ operations by the FFT; see $[34,52]$ for details.

The following lemma gives an important property of $A_{h}$ by Proposition 1.
Lemma 1. If $d_{+}(x)+d_{-}(x)>0$, then the matrix $A_{h}$ in (6) is strictly diagonally dominant.

Proof: From Proposition 1, we have

$$
\begin{aligned}
{\left[A_{h}\right]_{i i}-\sum_{j=1, j \neq i}^{n}\left|\left[A_{h}\right]_{i j}\right| } & =-\frac{1}{h^{\alpha}}\left[\left(d_{+, i}+d_{-, i}\right) g_{1}^{(\alpha)}+d_{+, i} \sum_{j=0, j \neq 1}^{i} g_{j}^{(\alpha)}+d_{-, i} \sum_{j=0, j \neq 1}^{n-i} g_{j}^{(\alpha)}\right] \\
& =\frac{1}{h^{\alpha}}\left[d_{+, i} \sum_{j=i+1}^{\infty} g_{j}^{(\alpha)}+d_{-, i} \sum_{j=n-i+1}^{\infty} g_{j}^{(\alpha)}\right] \\
& \geq \frac{d_{+, i}+d_{-, i}}{h^{\alpha}} \sum_{j=n+1}^{\infty} g_{j}^{(\alpha)} \\
& >0 .
\end{aligned}
$$

## 3. Exponential quadrature

In this section, the exponential quadrature rule $[16,17]$ is employed to solve the semidiscretized system (5).

### 3.1. Exponential quadrature rule

First, we consider the general linear system of ODEs,

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{u}(t)}{\mathrm{d} t}+A \mathbf{u}(t)=\mathbf{f}(t), \quad \mathbf{u}(0)=\mathbf{u}_{0} \tag{8}
\end{equation*}
$$

with a time-invariant matrix $A$. The solution of (8) at time

$$
t_{i+1}=t_{i}+\Delta t, \quad t_{0}=0, \quad i=0,1, \ldots
$$

is given by the variation-of-constants formula $[16,17]$

$$
\begin{equation*}
\mathbf{u}\left(t_{i+1}\right)=\exp (-\Delta t A) \mathbf{u}\left(t_{i}\right)+\int_{0}^{\Delta t} \exp (-(\Delta t-\tau) A) \mathbf{f}\left(t_{i}+\tau\right) \mathrm{d} \tau \tag{9}
\end{equation*}
$$

If the function $\mathbf{f}$ within the integral is approximated by its interpolation polynomial in certain non-confluent quadrature nodes $c_{1}, \ldots, c_{s}$, the exponential quadrature rule for (9) is obtained

$$
\begin{equation*}
\mathbf{u}_{i+1}=\exp (-\Delta t A) \mathbf{u}_{i}+\Delta t \sum_{j=1}^{s} b_{j}(-\Delta t A) \mathbf{f}\left(t_{i}+c_{j} \Delta t\right), \tag{10}
\end{equation*}
$$

where the weights

$$
\begin{equation*}
b_{j}(-\Delta t A)=\int_{0}^{1} \exp (-\Delta t(1-\theta) A) \ell_{j}(\theta) \mathrm{d} \theta \tag{11}
\end{equation*}
$$

in which $\ell_{j}(\theta)$ are the Lagrange interpolation polynomials

$$
\begin{equation*}
\ell_{j}(\theta)=\prod_{i=1, i \neq j}^{s} \frac{\theta-c_{i}}{c_{j}-c_{i}}, \quad j=1, \ldots, s \tag{12}
\end{equation*}
$$

In order to carry out the exponential quadrature rule, we assume the coefficient matrix $A$ in (8) satisfies the following assumption.
Assumption A (see [17]) There exist constants $C$ and $\omega$ such that

$$
\begin{equation*}
\|\exp (-t A)\| \leq C \exp (\omega t), \quad t \geq 0 \tag{13}
\end{equation*}
$$

with a matrix norm $\|\cdot\|$.
The following theorem gives the convergence result for the exponential quadrature scheme.
Theorem 1. (see [17, Theorem 2.7 \& Corollary 2.8]) Let (13) be fulfilled and $\mathbf{f}^{(s)} \in L^{1}(0, T)$. Then the exponential quadrature rule (10) is convergent with order s. More precisely, the error bound

$$
\left\|\mathbf{u}_{i}-\mathbf{u}\left(t_{i}\right)\right\| \leq C_{T}(\Delta t)^{s} \int_{0}^{t_{i}}\left\|\mathbf{f}^{(s)}(\tau)\right\| \mathrm{d} \tau
$$

holds, uniformly on $0 \leq t_{i} \leq T$, with a constant $C_{T}$ that depends on $T$, but is independent of $\Delta t$.

Therefore, we only need to verify that $A_{h}$ in (6) satisfies the condition (13) of Assumption A to obtain the desired convergence result. To this aim, we need the following lemma.

Lemma 2. (see [37]) Let $A$ be a diagonally dominant matrix with $[A]_{i i} \geq 0$, then

$$
\begin{equation*}
\|\exp (-t A)\|_{\infty} \leq 1, \quad t \geq 0 \tag{14}
\end{equation*}
$$

By Lemma $1, A_{h}$ is diagonally dominant with $\left[A_{h}\right]_{i i}=\left(d_{+, i}+d_{-, i}\right) \alpha / h^{\alpha}>0$, providing that $d_{+}(x)+d_{-}(x)>0$. Furthermore, the condition (14) is a special case of (13) in which $C=1$ and $\omega=0$. By Theorem 1, we immediately have the following corollary.

Corollary 1. Let $d_{+}(x)+d_{-}(x)>0$ and $\mathbf{f}^{(s)} \in L^{1}(0, T)$. Then exponential quadrature rule (10) for solving (5) is convergent with order s; i.e.,

$$
\left\|\mathbf{u}_{i}-\mathbf{u}\left(t_{i}\right)\right\|_{\infty} \leq C_{T}(\Delta t)^{s} \int_{0}^{t_{i}}\left\|\mathbf{f}^{(s)}(\tau)\right\|_{\infty} \mathrm{d} \tau
$$

holds, uniformly on $0 \leq t_{i} \leq T$, with a constant $C_{T}$ that depends on $T$, but is independent of $\Delta t$.

### 3.2. Implementation

Now we consider the implementation of the exponential quadrature rule (10). Obviously, the weights $b_{j}(z)$ in (11) are linear combinations of the entire functions [17]

$$
\varphi_{k}(z)=\int_{0}^{1} \exp ((1-\theta) z) \frac{\theta^{k-1}}{(k-1)!} \mathrm{d} \theta, \quad k \geq 1 .
$$

Those functions satisfy $\varphi_{k}(0)=1 / k$ ! and the recurrence relation

$$
\varphi_{k+1}(z)=\frac{\varphi_{k}(z)-\varphi_{k}(0)}{z}, \quad \varphi_{0}(z)=\exp (z) .
$$

In this paper, we choose $s=4$ in (10) with $c_{1}=0, c_{2}=1 / 3, c_{3}=2 / 3$, and $c_{4}=1$. Once the quadrature nodes $c_{j}$ are known, we can determine the Lagrange interpolation polynomials $\ell_{j}(\theta)$ in (12) for $j=1, \ldots, 4$. Thus, according to the formulations of weights $b_{j}(z)$ and entire functions $\varphi_{k}(z)$, we obtain the following weights by simple calculation,

$$
\begin{aligned}
& b_{1}(z)=\varphi_{1}(z)-(11 / 2) \varphi_{2}(z)+18 \varphi_{3}(z)-27 \varphi_{4}(z), \\
& b_{2}(z)=9 \varphi_{2}(z)-45 \varphi_{3}(z)+81 \varphi_{4}(z), \\
& b_{3}(z)=-(9 / 2) \varphi_{2}(z)+36 \varphi_{3}(z)-81 \varphi_{4}(z), \\
& b_{4}(z)=\varphi_{2}(z)-9 \varphi_{3}(z)+27 \varphi_{4}(z) .
\end{aligned}
$$

Taking the above weights into (10) and denoting

$$
\begin{align*}
& \mathbf{a}_{1}=\mathbf{f}\left(t_{i}\right), \\
& \mathbf{a}_{2}=-(11 / 2) \mathbf{f}\left(t_{i}\right)+9 \mathbf{f}\left(t_{i+1 / 3}\right)-(9 / 2) \mathbf{f}\left(t_{i+2 / 3}\right)+\mathbf{f}\left(t_{i+1}\right), \\
& \mathbf{a}_{3}=18 \mathbf{f}\left(t_{i}\right)-45 \mathbf{f}\left(t_{i+1 / 3}\right)+36 \mathbf{f}\left(t_{i+2 / 3}\right)-9 \mathbf{f}\left(t_{i+1}\right),  \tag{15}\\
& \mathbf{a}_{4}=-27 \mathbf{f}\left(t_{i}\right)+81 \mathbf{f}\left(t_{i+1 / 3}\right)-81 \mathbf{f}\left(t_{i+2 / 3}\right)+27 \mathbf{f}\left(t_{i+1}\right),
\end{align*}
$$

with $t_{i+1 / 3} \equiv t_{i}+(1 / 3) \Delta t$ and $t_{i+2 / 3} \equiv t_{i}+(2 / 3) \Delta t$, the exponential quadrature rule (10) (by setting $A=A_{h}$ ) can be written as

$$
\begin{equation*}
\mathbf{u}_{i+1}=\frac{1}{6} A_{h}^{-1} \mathbf{a}_{4}+\frac{1}{2} A_{h}^{-1} \mathbf{c}_{1}+A_{h}^{-1} \mathbf{c}_{2}+A_{h}^{-1} \mathbf{c}_{3}+\exp \left(-\Delta t A_{h}\right)\left(\mathbf{u}_{i}-A_{h}^{-1} \mathbf{c}_{3}\right), \tag{16}
\end{equation*}
$$

where

$$
\mathbf{c}_{1}=-\Delta t^{-1} A_{h}^{-1} \mathbf{a}_{4}+\mathbf{a}_{3}, \quad \mathbf{c}_{2}=-\Delta t^{-1} A_{h}^{-1} \mathbf{c}_{1}+\mathbf{a}_{2}, \quad \mathbf{c}_{3}=-\Delta t^{-1} A_{h}^{-1} \mathbf{c}_{2}+\mathbf{a}_{1} .
$$

The implementation formula (16) can be carried out as the following algorithm.
Algorithm 1: Exponential quadrature rule with order $s=4$

1. Input: $\mathbf{u}_{i}, \mathbf{f}, \Delta t$, and $A_{h}$
2. Compute $\mathbf{a}_{j}, j=1, \ldots, 4$, using (15)
3. Compute $\mathbf{v}_{1}=A_{h}^{-1} \mathbf{a}_{4}$
4. Compute $\mathbf{c}_{j}=-\frac{1}{\Delta t} \mathbf{v}_{j}+\mathbf{a}_{4-j}$ and $\mathbf{v}_{j+1}=A_{h}^{-1} \mathbf{c}_{j}$ for $j=1,2,3$
5. Compute $\mathbf{c}_{4}=\exp \left(-\Delta t A_{h}\right)\left(\mathbf{u}_{i}-\mathbf{v}_{4}\right)$
6. Compute $\mathbf{u}_{i+1}=\frac{1}{6} \mathbf{v}_{1}+\frac{1}{2} \mathbf{v}_{2}+\mathbf{v}_{3}+\mathbf{v}_{4}+\mathbf{c}_{4}$

The main computational workloads in Algorithm 1 are at steps 3-5, where we need to solve four linear systems for obtaining $\mathbf{v}_{j}$ and one matrix exponential for getting $\mathbf{c}_{4}$, respectively.

For steps 3 and 4 in Algorithm 1, note that $A_{h}$ in (6) is diagonally dominant Toeplitz-like. There are many fast algorithms for solving such a linear system in $\mathcal{O}(n \log n)$ operations; see $[24,27,32,34,38]$ for more discussions. In this paper, we employ the preconditioned GMRES method [40] with the generalized Strang's circulant preconditioner proposed in [24] to solve the linear system iteratively. Strang's circulant matrix $S(B)=\left[s_{j-k}\right]_{0 \leq j, k<n}$ for a real Toeplitz matrix $B=\left[b_{j-k}\right]_{0 \leq j, k<n}$ is obtained by copying the central entries of $B$ and bringing them around to complete the circulant requirement $[6,7]$. More precisely, the first column of $S(B)$ are given by

$$
s_{j}= \begin{cases}b_{j}, & 0 \leq j<n / 2 \\ 0, & j=n / 2 \text { if } n \text { is even } \\ b_{j-n}, & n / 2<j<n \\ s_{j+n}, & 0<-j<n\end{cases}
$$

Recall that $A_{h}=D_{+, h} G_{\alpha}+D_{-, h} G_{\alpha}^{\top}$ in (6), let

$$
d_{ \pm}=-\frac{1}{n-1} \sum_{i=1}^{n-1} \frac{d_{ \pm, i}}{h^{\alpha}}
$$

As in [24], the generalized Strang circulant preconditioner for $A_{h}$ is defined by

$$
\begin{equation*}
\mathcal{S}=d_{+} S\left(G_{\alpha}\right)+d_{-} S\left(G_{\alpha}^{\boldsymbol{\top}}\right) . \tag{17}
\end{equation*}
$$

At step 5 in Algorithm 1, we need to calculate the product of a Toeplitz-like matrix exponential and a vector. In next section, we will exploit the shift-invert Arnoldi method $[23,33,35]$ to approximate such a matrix exponential that only needs $\mathcal{O}(n \log n)$ operations.

## 4. Toeplitz-like matrix exponential

### 4.1. Shift-invert Arnoldi method

Recently, the Krylov subspace methods have been applied to approximate the matrix exponential [22, 23, 31, 33], especially when the matrix is with a very large size and special structure (sparse or Toeplitz). The main idea is to approximately project the exponential of a large matrix onto a small Krylov subspace. This can be achieved by the Arnoldi process for nonsymmetric matrices or Lanczos process for symmetric matrices. Nevertheless, the convergence of such a Krylov subspace method is often very slow. In [31], a shift-invert technique is proposed to speed up the Arnoldi process.

We consider the product of matrix exponential with a vector, i.e.,

$$
\mathbf{w}(t)=\exp (-t A) \mathbf{v}
$$

with an $n \times n$ matrix $A$, a scalar $t$, and a vector $\mathbf{v}$. Denote $I_{n}$ as the $n \times n$ identity matrix and $\mathbf{e}_{j}$ as $j$ th column of $I_{n}$. Let $\gamma>0$ be the shift parameter. The shift-invert Arnoldi method for approximating $\exp (-t A) \mathbf{v}$ is described as follows [22, 23, 31].

Algorithm 2: Shift-invert Arnoldi method for matrix exponential

1. Initialize: Compute $\mathbf{v}_{1}=\mathbf{v} /\|\mathbf{v}\|_{2}$
2. Iterate: Do $j=1, \ldots, m$
(a) Compute $\hat{\mathbf{v}}:=\left(I_{n}+\gamma A\right)^{-1} \mathbf{v}_{j}$
(b) Do $k=1, \ldots, j$
i. Compute $h_{k, j}:=\hat{\mathbf{v}}^{\top} \mathbf{v}_{k}$
ii. Compute $\hat{\mathbf{v}}:=\hat{\mathbf{v}}-h_{k, j} \mathbf{v}_{k}$
(c) Compute $h_{j+1, j}:=\|\hat{\mathbf{v}}\|_{2}$ and $\mathbf{v}_{j+1}:=\hat{\mathbf{v}} / h_{j+1, j}$
3. Approximate: (a) Set $V_{m}=\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right]$ and upper Hessenberg matrix $H_{m}=\left[h_{i j}\right]_{m \times m}$
(b) Compute $\mathbf{w}_{m}(t)=\beta V_{m} \exp \left(-\tau\left(H_{m}^{-1}-I_{m}\right)\right) \mathbf{e}_{1}$ where $\tau=t / \gamma$ and $\beta=\|\mathbf{v}\|_{2}$

In Algorithm 2, $\mathbf{w}_{m}(t)$ is the approximation to the matrix exponential $\mathbf{w}(t)=\exp (-t A) \mathbf{v}$ that a small $m(\ll n)$ is expected to guarantee the cheaper computational cost. In the following, we will study a certain condition which makes $m$ independent of $\|t A\|_{2}$.

We first give the definition of numerical range that will come into use afterward. The numerical range of a matrix $A$ is defined as

$$
\mathcal{W}(A) \equiv\left\{\mathbf{v}^{*} A \mathbf{v}: \mathbf{v} \in \mathbb{C}^{n}, \mathbf{v}^{*} \mathbf{v}=1\right\}
$$

which is a compact and convex subset of $\mathbb{C}[18, \mathrm{p} .8]$. Let $\Sigma_{\xi, \rho}$ be the following set:

$$
\Sigma_{\xi, \rho} \equiv\left\{z \in \mathbb{C}:|\arg (z-\xi)|<\rho, \xi \geq 0,0<\rho<\frac{\pi}{2}\right\} ;
$$

i.e., $\Sigma_{\xi, \rho}$ is an unbounded sector in the right-half plane with semiangle $\rho<\pi / 2$ and vertex lying on the nonnegative real axis. If $\mathcal{W}(A) \subseteq \overline{\Sigma_{\xi, \rho}}$ ( the closure of $\Sigma_{\xi, \rho}$ ), then $A$ is called a sectorial operator [22, 23, 31].

In [31], a sufficient condition is provided for error estimate in terms of $\mathcal{W}(A)$. According to $[22,31]$ and the discussions therein, we can summarize the theoretical result in [31] by the following lemma.

Lemma 3. (see [31, Proposition 2.1 \& Proposition 3.2] ) For Algorithm 2, let A be sectorial in which $\mathcal{W}(A) \subseteq \overline{\Sigma_{0, \rho}}$ with $\rho<\pi / 2$. Then the following error bound holds:

$$
\left\|\mathbf{w}(t)-\mathbf{w}_{m}(t)\right\|_{2} \leq\left[\pi \sin \left(\frac{\pi}{4}-\frac{\rho}{2}\right)\right]^{-1} \Phi_{m},
$$

where $\Phi_{m} \rightarrow 0$ as $m \rightarrow \infty$ and its convergence is independent of $\|A\|_{2}$.
Lemma 3 states that $\|A\|_{2}$ is not involved in the error bound of the shift-invert Arnoldi approximation $\mathbf{w}_{m}(t)$ if $A$ is sectorial. Therefore, the iteration number $m$ is not disturbed by $\|A\|_{2}$.

Now we consider how to calculate the Toeplitz-like matrix exponential in Algorithm 1 by the shift-invert Arnoldi method. Let $A=A_{h}$ and $t=\Delta t$ in Algorithm 2. Then the main computational cost should be at step 2(a) where $m$ linear systems are inverted. Note
that $A_{h}$ is diagonally dominant Toeplitz-like. So is $I_{n-1}+\gamma A_{h}$. Therefore, as in [24] and Section 3.2, the preconditioned GMRES method with the circulant preconditioner $I_{n-1}+\gamma \mathcal{S}$, where $\mathcal{S}$ is defined in (17), can be employed to solve those linear systems. Thus, the total computational cost for calculating $\mathbf{w}_{m}(t)$ in Algorithm 2 is of $\mathcal{O}(m n \log n)$.

The remaining issue is to prove that the Toeplitz-like matrix $A_{h}$ is sectorial and hence $m$ is independent of $\left\|A_{h}\right\|_{2}$ by Lemma 3 .

### 4.2. Error estimate for Toeplitz-like matrix exponential

We first introduce the definition of the generating function for a Toeplitz matrix. If the entries of a Toeplitz matrix $A=\left[a_{k-j}\right]_{n \times n}$ are the Fourier coefficients of a $2 \pi$ periodic function $p(\theta)$ as follows,

$$
a_{j}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} p(\theta) \exp (-\mathbf{i} j \theta) \mathrm{d} \theta, \quad \mathbf{i} \equiv \sqrt{-1}, \quad 1-n \leq j \leq n-1,
$$

then $p(\theta)$ is called the generating function of $A$. We denote the real and imaginary parts of $p$ by $\operatorname{Re}(p)$ and $\operatorname{Im}(p)$ respectively. The following theorem shows a sufficient condition by the generating function to ensure that a Toeplitz matrix is sectorial.

Theorem 2. (see [23, Theorem 2.3 and Lemma 4.1]) Let $p$ be the generating function of a Toeplitz matrix A. If $\operatorname{Re}(p)$ is even, $\operatorname{Im}(p)$ is odd, and $p$ satisfies the following assumptions:

$$
\begin{equation*}
\operatorname{Re}(p) \geq 0 \text { and }|\operatorname{Im}(p)| \leq C_{p} \operatorname{Re}(p), \quad \forall \theta \in[-\pi, \pi], \tag{18}
\end{equation*}
$$

where $C_{p}>0$ is a constant, then $A$ is sectorial. Moreover,

$$
\mathcal{W}(A) \subseteq \overline{\Sigma_{0, \rho}}
$$

where $\rho=\arctan \left(C_{p}\right)<\pi / 2$ and

$$
\overline{\Sigma_{0, \rho}}=\left\{z \in \mathbb{C}:|\arg z| \leq \rho, 0<\rho<\frac{\pi}{2}\right\} .
$$

Next, we will show that the generating function of $A_{h}$ satisfies the assumptions (18) in Theorem 2 when $d_{ \pm}(x)$ in (1) are constants. Some properties of the generating function of $G_{\alpha}$ in (7) are introduced in advance before we obtain the main result.

Lemma 4. Let $p_{\alpha}(\theta)$ be the generating function of $G_{\alpha}$. Then

$$
p_{\alpha}(\theta)= \begin{cases}|2 \sin (\theta / 2)|^{\alpha}[\cos (\alpha(\theta-\pi) / 2-\theta)+\mathbf{i} \sin (\alpha(\theta-\pi) / 2-\theta)], & \theta \in[0, \pi],  \tag{19}\\ |2 \sin (\theta / 2)|^{\alpha}[\cos (\alpha(\theta+\pi) / 2-\theta)+\mathbf{i} \sin (\alpha(\theta+\pi) / 2-\theta)], & \theta \in[-\pi, 0) .\end{cases}
$$

Proof: It is obvious that the generating functions of $G_{\alpha}$ can be written as the following series form

$$
p_{\alpha}(\theta)=\sum_{k=0}^{\infty} g_{k}^{(\alpha)} \exp (\mathbf{i}(k-1) \theta)
$$

On the other hand, $g_{k}^{(\alpha)}$ in (2) are coefficients of the power series of the function $(1-z)^{\alpha}$,

$$
(1-z)^{\alpha}=\sum_{k=0}^{\infty} g_{k}^{(\alpha)} z^{k}
$$

for all $|z| \leq 1$. Using the following relation

$$
\exp (\mathbf{i} \theta)-\exp (\mathbf{i} \phi)=2 \mathbf{i} \sin \left(\frac{\theta-\phi}{2}\right) \exp \left(\frac{\mathbf{i}(\theta+\phi)}{2}\right)
$$

we obtain

$$
\begin{aligned}
p_{\alpha}(\theta) & =\sum_{k=0}^{\infty} g_{k}^{(\alpha)} \exp (\mathbf{i}(k-1) \theta) \\
& =\exp (-\mathbf{i} \theta) \sum_{k=0}^{\infty} g_{k}^{(\alpha)} \exp (\mathbf{i} k \theta) \\
& =\exp (-\mathbf{i} \theta)[1-\exp (\mathbf{i} \theta)]^{\alpha} \\
& =\exp (-\mathbf{i} \theta)[-2 \mathbf{i} \sin (\theta / 2) \exp (\mathbf{i} \theta / 2)]^{\alpha},
\end{aligned}
$$

which can be reformulated into (19).

We further consider the even and odd features of $p_{\alpha}$ in the following lemma.
Lemma 5. $\operatorname{Re}\left(p_{\alpha}(\theta)\right) \leq 0$ is even and $\operatorname{Im}\left(p_{\alpha}(\theta)\right)$ is odd on $[-\pi, \pi]$.
Proof: By the formula (19) in Lemma 4, we have

$$
\operatorname{Re}\left(p_{\alpha}(\theta)\right)= \begin{cases}|2 \sin (\theta / 2)|^{\alpha} \cos (\alpha(\theta-\pi) / 2-\theta), & \theta \in[0, \pi], \\ |2 \sin (\theta / 2)|^{\alpha} \cos (\alpha(\theta+\pi) / 2-\theta), & \theta \in[-\pi, 0),\end{cases}
$$

and

$$
\operatorname{Im}\left(p_{\alpha}(\theta)\right)= \begin{cases}|2 \sin (\theta / 2)|^{\alpha} \sin (\alpha(\theta-\pi) / 2-\theta), & \theta \in[0, \pi], \\ |2 \sin (\theta / 2)|^{\alpha} \sin (\alpha(\theta+\pi) / 2-\theta), & \theta \in[-\pi, 0) .\end{cases}
$$

For $\theta \in[-\pi, 0)$, we have $-\theta \in(0, \pi]$ and

$$
\alpha(\theta+\pi) / 2-\theta=-(\alpha[(-\theta)-\pi] / 2-(-\theta))
$$

Therefore,

$$
\cos (\alpha(\theta+\pi) / 2-\theta)=\cos (\alpha[(-\theta)-\pi] / 2-(-\theta))
$$

and

$$
\sin (\alpha(\theta+\pi) / 2-\theta)=-\sin (\alpha[(-\theta)-\pi] / 2-(-\theta)) .
$$

Thus, they imply that $\operatorname{Re}\left(p_{\alpha}(\theta)\right)=\operatorname{Re}\left(p_{\alpha}(-\theta)\right)$ is even, and $\operatorname{Im}\left(p_{\alpha}(\theta)\right)=-\operatorname{Im}\left(p_{\alpha}(-\theta)\right)$ is odd.

For $\theta \in[0, \pi]$, note that $\alpha \in(1,2)$, we have

$$
\begin{equation*}
\alpha(\theta-\pi) / 2-\theta \in[-\pi,-\pi / 2] . \tag{20}
\end{equation*}
$$

Therefore,

$$
\operatorname{Re}\left(p_{\alpha}(\theta)\right) \leq 0, \quad \theta \in[0, \pi] .
$$

The above inequality also holds for $\theta \in[-\pi, 0)$ since $\operatorname{Re}\left(p_{\alpha}(\theta)\right)$ is even. We then complete the proof.

Lemma 6. $p_{\alpha}$ satisfies the following condition:

$$
\left|\frac{\operatorname{Im}\left(p_{\alpha}\right)}{\operatorname{Re}\left(p_{\alpha}\right)}\right| \leq \tan ((1-\alpha / 2) \pi), \quad \forall \theta \in[-\pi, \pi] .
$$

Proof: For $\theta \in[0, \pi]$, noting that $\alpha(\theta-\pi) / 2-\theta \in[-\pi,-\pi / 2]$ by (20), we have

$$
\left|\frac{\operatorname{Im}\left(p_{\alpha}\right)}{\operatorname{Re}\left(p_{\alpha}\right)}\right|=|\tan (\alpha(\theta-\pi) / 2-\theta)| \leq \tan ((1-\alpha / 2) \pi) .
$$

By Lemma 5 , the above inequality also holds for $\theta \in[-\pi, 0)$. The proof is completed.
Finally, we give the main result about the matrix $A_{h}$ in this subsection.
Theorem 3. Assume that $d_{ \pm}(x)=d_{ \pm}$are constants with $d_{+}+d_{-}>0$. Then $A_{h}$ is sectorial and

$$
\mathcal{W}\left(A_{h}\right) \subseteq \overline{\Sigma_{0, \rho}},
$$

where $\rho=(1-\alpha / 2) \pi<\pi / 2$ and

$$
\overline{\Sigma_{0, \rho}}=\left\{z \in \mathbb{C}:|\arg z| \leq \rho, 0<\rho<\frac{\pi}{2}\right\} .
$$

Proof: According to the assumption, $A_{h}$ can be written as

$$
A_{h}=-h^{-\alpha}\left(d_{+} G_{\alpha}+d_{-} G_{\alpha}^{\top}\right)
$$

With the fact that the generating function of $G_{\alpha}^{\top}$ is $\overline{p_{\alpha}(\theta)}$, the generating function of $A_{h}$ can be written as $p_{h}(\theta)=-h^{-\alpha}\left[d_{+} p_{\alpha}(\theta)+d_{-} \overline{p_{\alpha}(\theta)}\right]$. Therefore, by Lemma 5 ,

$$
\operatorname{Re}\left(p_{h}\right)=-h^{-\alpha}\left(d_{+}+d_{-}\right) \operatorname{Re}\left(p_{\alpha}\right) \geq 0
$$

is even and $\operatorname{Im}\left(p_{h}\right)=h^{-\alpha}\left(d_{-}-d_{+}\right) \operatorname{Im}\left(p_{\alpha}\right)$ is odd. Furthermore, using Lemma 6, noting that $\left|d_{-}-d_{+}\right| \leq d_{+}+d_{-}$, we have

$$
\left|\frac{\operatorname{Im}\left(p_{h}\right)}{\operatorname{Re}\left(p_{h}\right)}\right|=\left|\frac{\left(d_{-}-d_{+}\right) \operatorname{Im}\left(p_{\alpha}\right)}{\left(d_{+}+d_{-}\right) \operatorname{Re}\left(p_{\alpha}\right)}\right| \leq \tan ((1-\alpha / 2) \pi),
$$

which implies that

$$
\left|\operatorname{Im}\left(p_{h}\right)\right| \leq \tan ((1-\alpha / 2) \pi) \operatorname{Re}\left(p_{h}\right) .
$$

According to Theorem 2, it concludes that $A_{h}$ is a sectorial operator and

$$
\mathcal{W}\left(A_{h}\right) \subseteq \overline{\Sigma_{0, \rho}},
$$

where $\rho=(1-\alpha / 2) \pi<\pi / 2$ and

$$
\overline{\Sigma_{0, \rho}}=\left\{z \in \mathbb{C}:|\arg z| \leq \rho, 0<\rho<\frac{\pi}{2}\right\} .
$$

By Theorem 3 and Lemma 3, it is resulted that the error bound of the shift-invert Arnoldi approximation is independent of $\left\|A_{h}\right\|_{2}$ which is related to $n$. This implies that the number of iteration $m$ in Algorithm 2 is independent of mesh size $h$ or the number of spatial nodes $n$. Therefore, the Toeplitz-like matrix exponential can be done in $\mathcal{O}(m n \log n)$ with small $m$.

## 5. Numerical experiments

In the following numerical tests, we employ the exponential quadrature rule to solve the FDE numerically. As comparisons, we also carry out the implicit finite difference scheme $[24,34]$ to solve the FDE. In this scheme, the FDE is discretized in space by the shifted Grünwald formula (3) and in time using an implicit Euler method. Then, one has to solve a Toeplitz-like linear systems in each time step of the implicit finite difference scheme. For the linear systems appearing in the implementation of above both methods, the preconditioned GMRES method with the generalized Strang circulant preconditioner (17) is utilized to solve them. Moreover, the stopping criterion for solving those linear systems is

$$
\frac{\left\|\mathbf{r}^{(k)}\right\|_{2}}{\left\|\mathbf{r}^{(0)}\right\|_{2}}<10^{-7}
$$

where $\mathbf{r}^{(k)}$ is the residual vector of linear systems after $k$ iterations.
For all tables, " $M$ " denotes the number of time steps for the implicit finite difference scheme, " $\Delta t$ " denotes the time-step size for the exponential quadrature rule, "Error" denotes the error between the true solution and the approximation under the infinity norm at the last time step, and "CPU" denotes the total CPU time in seconds for solving the whole discretized systems. For the shift parameter $\gamma$ in Algorithm 2, we choose $\gamma=\Delta t / 10$ which is suggested in $[22,23]$. The iteration number of the shift-invert Arnoldi process (i.e., Algorithm 2) is set to $m=7$ in all examples. We also denote "EQR" as the exponential quadrature rule (16) and "IFD" as the implicit finite difference scheme proposed in [24], respectively. All numerical experiments are run in MATLAB 7.11(R2010a) on a PC with Intel(R) Core(TM)i7-2600 3.40 GHz processor and 16.0 GB RAM.

Example 1. (see [47, 54]) In this example, we consider the FDE (1) whose data are given as follows: $\alpha=1.5,\left(x_{L}, x_{R}\right)=(0,1), T=1, d_{+}(x)=d_{-}(x)=1$, and the source term

$$
\begin{aligned}
& f(x, t)=-\exp (-t)\left\{x^{3}(1-x)^{3}+\frac{\Gamma(4)}{\Gamma(4-\alpha)}\left[x^{3-\alpha}+(1-x)^{3-\alpha}\right]\right. \\
& -\frac{3 \Gamma(5)}{\Gamma(5-\alpha)}\left[x^{4-\alpha}+(1-x)^{4-\alpha}\right]+\frac{3 \Gamma(6)}{\Gamma(6-\alpha)}\left[x^{5-\alpha}+(1-x)^{5-\alpha}\right] \\
& \left.-\frac{\Gamma(7)}{\Gamma(7-\alpha)}\left[x^{6-\alpha}+(1-x)^{6-\alpha}\right]\right\} .
\end{aligned}
$$

The initial condition is chosen as

$$
u(x, 0)=x^{3}(1-x)^{3} .
$$

The true solution to the corresponding FDE is given by

$$
u(x, t)=\exp (-t) x^{3}(1-x)^{3} .
$$

Table 1: Comparisons for Example 1 by the EQR and the IFD, respectively.

|  | EQR |  |  | IFD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\Delta t$ | CPU | Error | $M$ | CPU | Error |
| $2^{6}$ |  | 0.02 | $1.1244 \mathrm{e}-4$ | $2^{6}$ | 0.06 | $1.0800 \mathrm{e}-4$ |
| $2^{7}$ | $T$ | 0.03 | $5.6542 \mathrm{e}-5$ | $2^{7}$ | 0.14 | $5.5273 \mathrm{e}-5$ |
| $2^{8}$ |  | 0.04 | $2.7604 \mathrm{e}-5$ | $2^{8}$ | 0.32 | $2.7948 \mathrm{e}-5$ |
| $2^{9}$ |  | 0.07 | $1.4777 \mathrm{e}-5$ | $2^{9}$ | 1.23 | $1.4050 \mathrm{e}-5$ |
| $2^{10}$ |  | 0.09 | $7.3622 \mathrm{e}-6$ | $2^{10}$ | 3.64 | $7.0437 \mathrm{e}-6$ |
| $2^{11}$ |  | 0.24 | $3.6404 \mathrm{e}-6$ | $2^{11}$ | 20.10 | $3.5263 \mathrm{e}-6$ |
| $2^{12}$ | $T / 2$ | 0.29 | $1.7760 \mathrm{e}-6$ | $2^{12}$ | 35.49 | $1.7642 \mathrm{e}-6$ |
| $2^{13}$ |  | 1.03 | $8.4287 \mathrm{e}-7$ | $2^{13}$ | 282.10 | $8.8233 \mathrm{e}-7$ |
| $2^{14}$ |  | 2.73 | $3.7611 \mathrm{e}-7$ | $2^{14}$ | 1558.24 | $4.4116 \mathrm{e}-7$ |
| $2^{15}$ |  | 4.09 | $1.4268 \mathrm{e}-7$ | $2^{15}$ | 3666.23 | $2.2052 \mathrm{e}-7$ |

In order to get the similar magnitude of error, we let $\Delta t=T$ for $n=2^{6}, 2^{7}, 2^{8}$ and $\Delta t=T / 2$ for $n=2^{9}, \ldots, 2^{15}$ in the exponential quadrature rule (16) and $M=n$ for the implicit finite difference scheme in this example. Table 1 reports the numerical results. The implicit finite difference scheme in $[24,34]$ is a temporal first-order scheme, while our new method is a temporal higher-order accurate scheme. Therefore, to achieve the similar magnitude of error, the number of time steps of the implicit finite difference scheme is much larger than that of the exponential quadrature rule. Correspondingly, we see from Table 1 that the CPU times of the proposed method are much less than those of the implicit finite
difference scheme, especially when $n$ is very large. Moreover, the favorable numerical results can be obtained with the exponential quadrature rule only after several time steps.

Example 2. (see $[24,34,52]$ ) In this example, we consider the FDE (1) whose data are given as follows: $\alpha=1.3,\left(x_{L}, x_{R}\right)=(0,2), T=1, d_{+}(x)=\Gamma(3-\alpha) x^{\alpha}, d_{-}(x)=$ $\Gamma(3-\alpha)(2-x)^{\alpha}$, and the source term

$$
\begin{aligned}
& f(x, t)=-32 \exp (-t)\left\{x^{2}+\frac{1}{8}(2-x)^{2}\left(8+x^{2}\right)-\frac{3}{3-\alpha}\left[x^{3}+(2-x)^{3}\right]\right. \\
& \left.+\frac{3}{(4-\alpha)(3-\alpha)}\left[x^{4}+(2-x)^{4}\right]\right\} .
\end{aligned}
$$

The initial condition is chosen as

$$
u(x, 0)=4 x^{2}(2-x)^{2}
$$

The true solution to the corresponding FDE is given by

$$
u(x, t)=4 \exp (-t) x^{2}(2-x)^{2}
$$

Table 2: Comparisons for Example 2 by the EQR and the IFD, respectively.

|  | EQR |  |  | IFD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\Delta t$ | CPU | Error | $M$ | CPU | Error |
| $2^{6}$ |  | 0.06 | $2.4581 \mathrm{e}-2$ | $2^{5}$ | 0.09 | $2.7287 \mathrm{e}-2$ |
| $2^{7}$ | $T$ | 0.07 | $1.2452 \mathrm{e}-2$ | $2^{6}$ | 0.23 | $1.3738 \mathrm{e}-2$ |
| $2^{8}$ |  | 0.12 | $6.3198 \mathrm{e}-3$ | $2^{7}$ | 0.52 | $6.8923 \mathrm{e}-3$ |
| $2^{9}$ |  | 0.45 | $3.1010 \mathrm{e}-3$ | $2^{8}$ | 1.85 | $3.4520 \mathrm{e}-3$ |
| $2^{10}$ |  | 0.68 | $1.5554 \mathrm{e}-3$ | $2^{9}$ | 5.58 | $1.7275 \mathrm{e}-3$ |
| $2^{11}$ |  | 1.96 | $7.8159 \mathrm{e}-4$ | $2^{10}$ | 29.34 | $8.6412 \mathrm{e}-4$ |
| $2^{12}$ | $T / 2$ | 2.29 | $3.9444 \mathrm{e}-4$ | $2^{11}$ | 48.69 | $4.3209 \mathrm{e}-4$ |
| $2^{13}$ |  | 8.56 | $2.0086 \mathrm{e}-4$ | $2^{12}$ | 365.39 | $2.1597 \mathrm{e}-4$ |
| $2^{14}$ |  | 22.92 | $1.0419 \mathrm{e}-4$ | $2^{13}$ | 1784.74 | $1.0791 \mathrm{e}-4$ |
| $2^{15}$ |  | 33.37 | $5.6088 \mathrm{e}-5$ | $2^{14}$ | 4284.43 | $5.3565 \mathrm{e}-5$ |

For the same reason as Example 1, we also set $\Delta t=T$ for $n=2^{6}, 2^{7}, 2^{8}$ and $\Delta t=T / 2$ for $n=2^{9}, \ldots, 2^{15}$ in the exponential quadrature rule (16). The numerical results are presented in Table 2. It shows that the CPU times by the proposed method are much less than those by the implicit finite difference scheme, especially when $n$ gets larger. Since the exponential quadrature rule used here is a higher-order method in time compared with the implicit finite difference scheme, better numerical results can be obtained only after a few time steps.

Table 3: Comparisons for Example 2 by the EQR and the IFD, respectively.

| $n$ | EQR |  |  | IFD |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta t$ | CPU | Error | $M$ | CPU | Error |
| $2^{5}$ | $T$ | 0.05 | $1.3633 \mathrm{e}-2$ | $2^{8}$ | 0.21 | $1.4772 \mathrm{e}-2$ |
| $2^{6}$ |  | 0.08 | $3.6019 \mathrm{e}-3$ | $2^{10}$ | 0.71 | $3.7197 \mathrm{e}-3$ |
| $2^{7}$ | $T / 2$ | 0.19 | $8.5809 \mathrm{e}-4$ | $2^{12}$ | 2.60 | $9.2719 \mathrm{e}-4$ |
| $2^{8}$ |  | 0.22 | $2.2355 \mathrm{e}-4$ | $2^{14}$ | 11.77 | $2.3385 \mathrm{e}-4$ |

We remark that our new method of this paper is still valid if the left-sided and the rightsided fractional derivatives in (1) are discretized by an existing second-order discretization scheme given in $[9,12]$. Table 3 reports the numerical results in this case.

Example 1 and 2 show the efficiency by the exponential quadrature rule (16) to solve the one dimensional FDE. Analogously, the proposed method also can be extended to solve the two dimensional FDE. In the following, we study the two dimensional FDE.

Example 3. We consider the two dimensional FDE as follows:

$$
\begin{aligned}
& \frac{\partial u(x, y, t)}{\partial t}-d_{+}(x, y) \frac{\partial^{\alpha} u(x, y, t)}{\partial_{+} x^{\alpha}}-d_{-}(x, y) \frac{\partial^{\alpha} u(x, y, t)}{\partial_{-} x^{\alpha}} \\
& -e_{+}(x, y) \frac{\partial^{\beta} u(x, y, t)}{\partial_{+} y^{\beta}}-e_{-}(x, y) \frac{\partial^{\beta} u(x, y, t)}{\partial_{-} y^{\beta}}=f(x, y, t), \\
& (x, y) \in \Omega \equiv\left(x_{L}, x_{R}\right) \times\left(y_{L}, y_{R}\right), \quad t \in(0, T], \\
& u(x, y, t)=0, \quad(x, y) \in \partial \Omega, \quad t \in[0, T], \\
& u(x, y, 0)=u^{0}(x, y), \quad(x, y) \in \bar{\Omega} .
\end{aligned}
$$

In the numerical tests, we choose $\alpha=1.8, \beta=1.6, \Omega=(0,1) \times(0,1), T=1, d_{+}(x, y)=$ $x^{\alpha-1} y, d_{-}(x, y)=(1-x)^{\alpha-1} y, e_{+}(x, y)=x y^{\beta-1}, e_{-}(x, y)=x(1-y)^{\beta-1}$, and the source term

$$
\begin{aligned}
& f(x, y, t)=-\exp (-t) x^{2}(1-x)^{2} y^{2}(1-y)^{2} \\
& -\exp (-t)\left\{\frac{\Gamma(5)}{\Gamma(5-\alpha)}\left[x^{3}+(1-x)^{3}\right]-\frac{2 \Gamma(4)}{\Gamma(4-\alpha)}\left[x^{2}+(1-x)^{2}\right]+\frac{\Gamma(3)}{\Gamma(3-\alpha)}\right\} y^{3}(1-y)^{2} \\
& -\exp (-t) x^{3}(1-x)^{2}\left\{\frac{\Gamma(5)}{\Gamma(5-\beta)}\left[y^{3}+(1-y)^{3}\right]-\frac{2 \Gamma(4)}{\Gamma(4-\beta)}\left[y^{2}+(1-y)^{2}\right]+\frac{\Gamma(3)}{\Gamma(3-\beta)}\right\}
\end{aligned}
$$

The initial condition is chosen as

$$
u(x, y, 0)=x^{2}(1-x)^{2} y^{2}(1-y)^{2}
$$

The true solution to the corresponding FDE is given by

$$
u(x, y, t)=\exp (-t) x^{2}(1-x)^{2} y^{2}(1-y)^{2}
$$

Assume the numbers of spatial discretization points in $x$-direction and $y$-direction are $n_{1}$ and $n_{2}$, respectively. Let $h_{1}=\left(x_{R}-x_{L}\right) / n_{1}$ and $h_{2}=\left(y_{R}-y_{L}\right) / n_{2}$ be the sizes of spatial grids and denote $d_{i, j}^{ \pm}=d_{ \pm}\left(x_{i}, y_{j}\right), e_{i, j}^{ \pm}=e_{ \pm}\left(x_{i}, y_{j}\right)$. For convenience, we denote $N_{1}=n_{1}-1$ and $N_{2}=n_{2}-1$. Let $D_{j}^{ \pm}$and $E_{j}^{ \pm}$be diagonal matrices defined by

$$
D_{j}^{ \pm}=-\frac{1}{h_{1}^{\alpha}} \cdot \operatorname{diag}\left(d_{1, j}^{ \pm}, \ldots, d_{N_{1}, j}^{ \pm}\right), \quad E_{j}^{ \pm}=-\frac{1}{h_{2}^{\beta}} \cdot \operatorname{diag}\left(e_{1, j}^{ \pm}, \ldots, e_{N_{1}, j}^{ \pm}\right),
$$

where $1 \leq j \leq N_{2}$. Then the coefficient matrix in this example is given by

$$
A_{h_{1}, h_{2}}=A^{x}+A^{y},
$$

with

$$
A^{x}=\left[\begin{array}{cccc}
D_{1}^{+} & & & \\
& D_{2}^{+} & & \\
& & \ddots & \\
& & & D_{N_{2}}^{+}
\end{array}\right]\left(I_{N_{2}} \otimes G_{\alpha}\right)+\left[\begin{array}{cccc}
D_{1}^{-} & & & \\
& D_{2}^{-} & & \\
& & \ddots & \\
& & & D_{N_{2}}^{-}
\end{array}\right]\left(I_{N_{2}} \otimes G_{\alpha}^{\top}\right),
$$

and

$$
A^{y}=\left[\begin{array}{cccc}
E_{1}^{+} & & & \\
& E_{2}^{+} & & \\
& & \ddots & \\
& & & E_{N_{2}}^{+}
\end{array}\right]\left(G_{\beta} \otimes I_{N_{1}}\right)+\left[\begin{array}{cccc}
E_{1}^{-} & & & \\
& E_{2}^{-} & & \\
& & \ddots & \\
& & & E_{N_{2}}^{-}
\end{array}\right]\left(G_{\beta}^{\top} \otimes I_{N_{1}}\right)
$$

Here " $\otimes$ " denotes the Kronecker product.
Similar to (17), let

$$
\mathcal{S}_{h_{1}, h_{2}}=I_{N_{2}} \otimes\left[d^{+} S\left(G_{\alpha}\right)+d^{-} S\left(G_{\alpha}^{\boldsymbol{\top}}\right)\right]+\left[e^{+} S\left(G_{\beta}\right)+e^{-} S\left(G_{\beta}^{\boldsymbol{\top}}\right)\right] \otimes I_{N_{1}},
$$

where

$$
d^{ \pm}=-\frac{1}{N_{1} N_{2}} \sum_{j=1}^{N_{2}} \sum_{i=1}^{N_{1}} \frac{d_{i, j}^{ \pm}}{h_{1}^{\alpha}}, \quad e^{ \pm}=-\frac{1}{N_{1} N_{2}} \sum_{j=1}^{N_{2}} \sum_{i=1}^{N_{1}} \frac{e_{i, j}^{ \pm}}{h_{2}^{\beta}} .
$$

Then $\mathcal{S}_{h_{1}, h_{2}}$ is a block circulant matrix with circulant blocks. As a result, we consider $\mathcal{S}_{h_{1}, h_{2}}$ as the preconditioner of $A_{h_{1}, h_{2}}$, and $I_{N_{1} N_{2}}+\gamma \mathcal{S}_{h_{1}, h_{2}}$ as the preconditioner of $I_{N_{1} N_{2}}+\gamma A_{h_{1}, h_{2}}$. Note that the product of $\mathcal{S}_{h_{1}, h_{2}}^{-1}$ and a vector requires $\mathcal{O}\left(N_{1} N_{2}\left(\log N_{1}+\log N_{2}\right)\right)$ operations by two dimensional FFT; see [6, 21].

We let $\Delta t=T$ in the exponential quadrature rule (16) and $M=n_{1}=n_{2}$ in the implicit finite difference scheme. The numerical test is reported in Table 4. From this table, we see that the CPU times of the proposed method are less than those by the implicit finite difference scheme due to the higher-order temporal accurate discretization by the exponential quadrature rule.

Table 4: Comparisons for Example 3 by the EQR and the IFD, respectively.

|  | $n_{1}=n_{2}$ | $\|c\| c\|c c\|$ | CPU | Error | $M$ | IFD |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{5}$ |  |  | $1.6151 \mathrm{e}-5$ | $2^{5}$ | 1.42 | $1.7371 \mathrm{e}-5$ |  |
| $2^{6}$ | $T$ | 2.91 | $7.8767 \mathrm{e}-6$ | $2^{6}$ | 6.54 | $8.3592 \mathrm{e}-6$ |  |
| $2^{7}$ |  | 24.25 | $3.9356 \mathrm{e}-6$ | $2^{7}$ | 74.97 | $4.1075 \mathrm{e}-6$ |  |
| $2^{8}$ |  | 135.43 | $2.0186 \mathrm{e}-6$ | $2^{8}$ | 525.70 | $2.0368 \mathrm{e}-6$ |  |

## 6. Concluding remarks

In this paper, we have developed an exponential quadrature rule to solve the spacediscretized system of the FDE. The convergence of the proposed method has been studied. Theoretical analysis reveals that the exponential quadrature rule is convergent of order $s$ if $s$ non-confluent quadrature nodes are used. In implementation, the Toeplitz-like matrix exponential, which is involved in the exponential integrator method, is approximated by the shift-invert Arnoldi method. The discretized matrix is proved to be sectorial when $d_{ \pm}(x)$ are constants, which ensures the error bound of the shift-invert Arnoldi approximation is independent of the discretized matrix norm. Numerical examples have been given to illustrate the efficiency and robustness of the proposed method.

Generally, the exponential quadrature rule of this paper is used to solve linear parabolic problems (8), and the matrix $A$ is time-invariant. Therefore, the method developed in the current paper can be extended to solve the three-dimensional problem [49]. If the matrix $A$ is time-dependent, Magnus integrators have been studied for this problem; please refer to [14, 15] for details. However, the exponential quadrature rule in this present paper cannot be extended to the fractional partial differential equations [19, 20] or other types of non-local models $[46,50,51]$, since these problems do not belong to linear parabolic problems (8).

We also want to remark that although this current paper focus on using the first-order discretization in space, the exponential quadrature rule of this paper is still valid if applying the higher-order discretizations, e.g., $[8,9,12]$; in fact the validity is already verified numerically in Table 3 , where we exploit the second-order discretization in [9, 12]. In our future consideration, we will extend the exponential integrator methods, with the Runge-Kutta methods, to solve the semilinear problems.
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